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We evaluate a fundamental assumption of Lakoff and Johnson’s (1980a, 1980b) view that people
routinely use conceptual mappings to understand conventional expressions in ordinary discourse.
Lakoff and Johnson argue that people rely on mappings such as ARGUMENT IS WAR in
understanding expressions such ashis criticism was right on target.We propose that people need not
rely on conceptual mappings for conventional expressions, although such mappings may be used to
understandnonconventionalexpressions. Three experiments support this claim. Experiments 1 and 2
used a reading-time measure and found no evidence that readers used conceptual mappings to
understand conventional expressions. In contrast, the experiments did reveal the use of such
mappings with nonconventional expressions. A third experiment ruled out lexical or semantic
priming as an explanation for the results. Our findings call into question Lakoff and Johnson’s central
claim about the relationship between conventional expressions and conceptual mappings.© 2000

Academic Press

Key Words:metaphor comprehension; conceptual mapping; conventional language.
se
hic
. I

the
as

es,
In a
arts
ic
d a

mp-
are

eta-
ture
via
epts
the

wn,
.

ited
198
5 t

1 to
tion
Beit
nts
c-
ting

Boa
hi-
37
Lakoff and Johnson (1980a, 1980b) propo
a radical theory of concepts and language w
we refer to as the conceptual mapping view
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has been extremely influential not only in
cognitive sciences but also in fields such
literary studies (e.g., Gibbs, 1994; Kovesc
1986, 1988; Sweetser, 1990; Turner, 1987).
nutshell, the conceptual mapping view dep
from current cognitive theory in its two bas
assumptions: a conceptual assumption an
linguistic assumption. The conceptual assu
tion is that all concepts other than those that
strictly perceptual/experiential ones are m
phorical in nature. They do not have a struc
of their own. Instead, they are structured
more basic concepts. For example, the conc
of happy and sad are conceptualized via
basic experiential concepts of up and do
respectively: HAPPY IS UP, SAD IS DOWN

)
o

.
-
.

z

.



of
d i
. F

a lift
a hor
i es
s
s off
a um
t rst
c tu
s shi
b an
e we
p con
b w
t ally
i gs

T

on-
c ite
i tro
v nd
o e,
1 n,
1 97)
M is a
p in
t u
p eta
t eak
v the
t , th
c lly
b ep
s un
d ar-
g be
c ts
w ha
a of
a ati
f ion
c ed
s IS
H e-
fl .

t of
s of
88).
ich
rtial
ar-
ate
ore
h as

ere
tic
be-
the
at
ep

ht is
ow

of
ppy

Why
pirits
s of
and
ep-
hy,
ilar
tic

et-
d in
use

hose

in-
or-

it
ical
n-
ast,
rm
eta-
at

sed
We
tia-

577CONVENTIONAL LANGUAGE: HOW METAPHORICAL
The linguistic assumption is that this kind
conceptual metaphorical mapping is reflecte
the expressions that people use every day
example, expressions such asMy spirits rose

nd Thinking about her always gives me a
re claimed to be instantiations of the metap

cal mapping HAPPY IS UP, and utteranc
uch asI’m depressedand My spirits sankin-
tantiate the mapping SAD IS DOWN (Lak
nd Johnson, 1980a, p. 15). These two ass

ions are related but not identical. The fi
oncerns the structure of the human concep
ystem. The second is about the relation
etween this purported conceptual structure
veryday language use. In this article,
resent evidence that challenges this se
asic claim of the conceptual mapping vie

hat conventionalized expressions function
nstantiate metaphorical conceptual mappin

he Conceptual Assumption

As Gibbs (1994) argued, the theory of c
eptual mapping is a theory of thinking. Desp
ts widespread influence, the theory is con
ersial (e.g., Green & Vervaeke, 1997; Jacke
ff & Aaron, 1991; Kennedy & Vervaek
993; Murphy, 1996; Ortony, 1988; Quin
991; Steen, 1994; Vervaeke & Green, 19
urphy suggests that to the extent that it
sychological theory it must be explicated

erms of both representation and process. M
hy considered two representational interpr

ions of the view, a strong version and a w
ersion. In the strong version, all concepts o
han those based directly on perception (e.g.
oncept of red) are entirely metaphorica
ased, with no structure of their own. A conc
uch as argument, for example, would be
erstood entirely in terms of war. Murphy
ued that such a strong view is incoherent
ause, among other things, there are aspec
ar (e.g., armies with chains of command) t
re simply not part of our understanding
rguments. The strong view is also problem

rom a developmental perspective. Emot
oncepts such as anger are said to be bas
uch conceptual mappings as ANGER
EATED FLUID UNDER PRESSURE, as r
ected in expressions such ashe blew up
n
or
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Surely, children can understand the concep
anger before they learn about the propertie
heated fluids under pressure (Ortony, 19
With respect to a weaker version, in wh
conceptual metaphors provide at least pa
structuring of ordinary concepts, Murphy
gued that the available data do not discrimin
between the conceptual mapping view and m
parsimonious similarity-based accounts, suc
Gentner’s (1983) structure mapping theory.

As Murphy and others have pointed out, th
is a major problem with using only linguis
evidence to argue for functional relations
tween thought and language. The history of
linguistic relativity debate clearly shows th
using only linguistic evidence to argue for de
connections between language and thoug
circular (Glucksberg, 1988). How do we kn
that people think of happy and sad in terms
up and down? Because people talk about ha
and sad using words such as up and down.
do people use expressions such as his s
rose? Because people think of happy in term
UP. Clearly, these arguments are circular
provide no substantive support for the conc
tual assumption (See Gibbs, 1997, and Murp
1997, for a discussion of these issues). Sim
problems arise with respect to the linguis
assumption, to which we now turn.

The Linguistic Assumption

Lakoff and Johnson argue not only that m
aphorical conceptual mappings are reflecte
the expressions that we use, but also that we
these conceptual mappings to understand t
expressions. Consider the expressionHe was
depressed.Standard linguistic and psychol
guistic theory would view this as a straightf
ward literal utterance, and understanding
would entail no more than accessing the lex
entry for “depressed” along with ordinary sy
tactic and pragmatic operations. In contr
Lakoff and Johnson would claim that the te
depressed is not only a reflection of the m
phorical mapping SAD IS DOWN, but also th
this mapping is functionally activated and u
to understand expressions using this term.
refer to this process as the functional instan
tion of the metaphorical mapping.
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578 KEYSAR ET AL.
Lakoff and Johnson’s primary source of e
dence is the existence of systematic set
conventional expressions that seem to co
with respect to a metaphorical mapping.
example, when people talk about arguments
following expressions are often used:

Your claims are indefensible, He attacked every wea
point in my argument, His criticisms were right on
target, If you use that strategy, he’ll wipe you out,

and so on (Lakoff & Johnson, 1980a, p.
Indeed, upon reading such a list it seems e
nently plausible that these expressions m
reflect a mapping such as ARGUMENT
WAR, but subjective plausibility may be m
leading. As Keysar and Bly (1995, 1999)
gued, a mapping such as ARGUMENT
WAR can be the result of an inference tha
made after learning the meanings of conv
tional expressions instead of motivating th
expressions in the first place.

To point out the difference between the t
alternatives, consider Lakoff and Johnso
claim that “it is important to see that we do
just talk about arguments in terms of war.
can actually win or lose arguments [. . .] It is
this sense that the ARGUMENT IS WAR m
aphor is one that we live by in this culture
structures the actions we perform in arguin
Our alternative claim is that we usuallydo “just
talk” about arguments using terms that are
used to talk about war. Put more simply,
words that we use to talk about war and to
about arguments are polysemous, but syste
ically related. Just as a word such as depres
be used to talk about either physical depres
or emotional depression, words such as wi
lose can be used to talk about arguments, w
gambling, and romances, with no necessary
plication that any one of these domains prov
the conceptual underpinning for any or all of
others. The bottom line is that conventio
expressions can be understood directly, with
recourse to underlying conceptual mappin
Thus, when we say that an argument isright on
target we do “just talk” about arguments usi
terms that we also happen to use when we
about war—and music, art, literature, journ
ism, film criticism, and any other human act
f
re
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e
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t
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ity in which something can be more or less
target (see Quinn, 1991, for analogous a
ments about conventional metaphoric exp
sions).

The theoretical issue that we address, the
whether people use conceptual mappings w
understanding expressions that Lakoff
Johnson claim reflect those conceptual m
phors. The empirical evidence on this issu
sparse. One relevant study was reported by
britton, McKoon, and Gerrig (1995). Allbritto
et al. provided readers with texts that contai
potential instantiations of a particular mappi
For example, one text read that “the city’s cri
epidemic was raging out of control,” and late
stated that “Public officials desperately look
for a cure.” Both sentences presumably refl
the mapping CRIME IS A DISEASE. Using
postcomprehension cued-recognition meas
Allbritton et al. found that recognition of th
first sentence was facilitated when cued with
second, suggesting that a link in memory
been established between these two sente
While this finding is consistent with the conce
tual metaphor view, it still leaves open the p
sibility that the initial comprehension of t
sentences, especially the first sentence in
text, did not entail the use of conceptual m
pings.

McGlone (1996) examined metaphor co
prehension and provided evidence agains
conceptual metaphor view. He compared
accounts of how people understand nom
metaphors of the form X IS A Y. The first
Lakoff’s conceptual-mapping account (L
koff & Johnson, 1980; Lakoff, 1993), th
second, Glucksberg and Keysar’s (19
property-attribution model (see also Gluc
berg, McGlone and Manfredi, 1997). Acco
ing to the conceptual-mapping view, nomi
metaphors are understood as specific ins
tiations of systematic conceptual-mappi
that are part of our world knowledge. F
example, the metaphorOur marriage was
roller-coaster ridewould be an instantiatio
of the conceptual mapping LOVE IS
JOURNEY, in which lovers correspond
travelers, romantic relationships to travel
conveyances, interpersonal problems to p
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579CONVENTIONAL LANGUAGE: HOW METAPHORICAL
ical obstacles on a route, and so forth. In
property-attribution model, metaphors are
derstood as what they appear to be, i.e., cl
inclusion assertions in which the topic (e
marriage) is assigned to a category that i
yet not lexicalized (things that are excitin
appear unstable, etc., which roller-coas
exemplify). McGlone examined whether pe
ple used conceptual mappings or attribut
category knowledge to understand nom
metaphors. In a metaphor paraphrase t
McGlone replicated earlier findings (Gluck
berg & McGlone, 1999) in favor of the attri
utive-category view. For example, wh
asked to paraphrase the expressionDr. Mor-
land’s lecture was a full course meal for t
mind, participants gave responses having
do with fullness and completeness, but
with food. In a similarity-rating task, simila
ity among metaphor meanings did not dep
on similarity of hypothetical conceptual ma
pings, but rather on similarity of attributiv
categories. Finally, using a cued-recall pa
digm, McGlone found that attributive ca
gory cues were far better recall cues t
were conceptual mappings cues. These
sults, obtained with a set of converging op
ations, provided clear evidence that conc
tual mappings do not necessarily or e
routinely underlie people’s comprehension
everyday, conversational metaphors (M
Glone, 1996).

Similar problems exist for the data
whether conceptual metaphors might unde
idiom comprehension (see, e.g., Gibbs, 19
Gibbs & Nayak, 1991; Gibbs & O’Brien, 1990
Idioms such ashe blew his stackare said to b
motivated by mappings such as ANGER
HEATED FLUID IN A CONTAINER. Gibbs
and Nayak (1991) presented people with sto
that were consistent with this mapping, us
expressions such asShe was getting hotter wi
every passing minuteandAs it got closer to fiv
o’clock the pressure was really building u
People preferred to complete such texts w
idioms that were stylistically consistent with t
earlier ones (e.g.,blew her top) than with idi-
oms that were not (e.g.,bit his head off.) Al-
though this finding is consistent with the h
-
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pothesis that readers activated and u
conceptual mappings, it is not the only alter
tive. To test the possibility that preference n
not reflect functional entailment, Glucksbe
Brown, and McGlone (1993) used both a p
erence test and an on-line reading meas
They found that while people preferred styli
cally consistent idioms, comprehension of
preferred idioms was no faster than the non
ferred idiom. Glucksberget al. concluded tha
although such mappings might be availa
they are not routinely accessed and used
idiom comprehension. In our terms, the pot
tial mapping was not used for comprehensi

Idioms, of course, are the most extreme c
of conventionalized speech. It could be t
idiom comprehension does not require the
of conceptual mapping, but that general conv
tionalized expressions such asI’m depresseddo
entail the use of such mappings. We pre
three experiments that test this hypothesis
examine the conditions under which metaph
ical mappings may be either accessed or cre
in order to facilitate comprehension.

When Might People Use Conceptual
Mappings?

We will argue that conceptual mappings
not routinely used when people compreh
conventional expressions. If this is the ca
then there would be no role for purported c
ceptual-level mappings when people com
hend conventional expressions. In contrast,
guage users might make use of a concep
mapping when circumstances are appropr
either by creating a conceptual mapping or
using a preexisting one. In terms of our ear
example, people should not need to use
mapping SAD IS DOWN to understand a c
ventional expression such asI’m depressed
However, the mapping might well be used
novel and explicitly analogical utterances s
as I’m feeling lower than a piece of gum stu
on the bottom of your boots.Both the novelty o
the expression and the explicit statement of
analogy between emotional state and lown
invite, perhaps require, the use of the analog
understand the expression. Accordingly, we
plore the roles of novelty and explicitness
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580 KEYSAR ET AL.
conditions that might foster the use of conc
tual mappings. Specifically, we expect that p
ple will be more likely to use conceptual ma
pings for novel, nonconventional than
conventional expressions. Second, exp
mention of a mapping (e.g., stating that “of
an argument is like war”) might foster use
that mapping if appropriate expressions ap
in the text.

How can we test for use of conceptual m
pings? We use Lakoff and Johnson’s exam
of conventional expressions, which presuma
instantiate conceptual metaphors. If people
the relevant mappings while reading these
pressions, then the mappings should be rea
accessible to support the use of other exp
sions that might require the same mappin
The crucial test, though, is not whether ano
conventionalized expression is supported by
preceding conventionalized expressions.
reason is that conventional expressions tha
about the same topic might very well be as
ciated with one another, but such associa
might simply be a linguistic association. F
example, the expressionsHe is a warm perso
andShe is very coldcould be associated on t
linguistic level because of the high lexical
sociation betweenhot and cold. Therefore, i
onventionalized expressions supportonly the

use of other associated conventional exp
sions, then one need not postulate the media
of an underlying conceptual mapping, only a
of highly related linguistic expressions. In co
trast, if a conceptual mapping is really be
used for the comprehension of conventional
text, then this mapping should support the
of any novel expressions that it might motiva
Thus, while his criticism was right on targe
might not require use of a mapping betw
argument and war,his criticism was a guide
cruise missilemight very well do so.

EXPERIMENT 1: MAKING MAPPINGS
EXPLICIT

According to Lakoff and Johnson (1980
1980b), people conceive of ideas in many
ferent ways. For example, they conceptua
ideas as plants, products, commodities,
money. According to Lakoff and Johnson, p
-
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ple also conceive of ideas as people. Tha
why we say things such asWhose brainchil
was that?; Look at what his ideas ha
spawned; Those ideas died off in the mid
ages.If a scenario instantiates this mapping
the conceptual level, then it should facilitate
comprehension of a nonconventional exp
sion that might require the instantiation of
mapping. Consider the following scena
which presumably instantiates the mapp
IDEAS ARE PEOPLE. The italicized expre
sions are mostly taken from Lakoff and Jo
son, and the ensuing underlined expression
unconventional instantiation of the mapping

Implicit-mapping scenario

As a scientist, Tina thinks of her theories as he
contribution. She is aprolific researcher,conceiving
an enormous number of new findings each year.Tina
is currently weaning her latest child.

Now contrast this scenario with a scenario
does not use the mapping-related terms:

No-mapping scenario

As a scientist, Tina thinks of her theories as he
contribution. She is a dedicated researcher, initiatin
an enormous number of new findings each year.Tina
is currently weaning her latest child.

If the conceptual mapping view is correct, th
the first scenario should instantiate the con
tual mapping but the second scenario sh
not. Therefore, it should be easier to unders
the final sentence following the first than
second scenario. However, our claim is that
first scenario uses stock phrases that ca
understood directly, and so it need not invok
conceptual mapping. Therefore, there shoul
no difference in ease of comprehension of
final expression between the two types of s
narios because neither involves concep
mappings.

We reasoned further that perhaps rea
would use conceptual mappings when they
explicitly invited to do so. There are reasons
expect readers to accept such explicit invitat
but also reasons why they might not. In
earlier study we had asked readers to gen
the meaning of the metaphor A LIFETIME IS
DAY (reported in Glucksberg & Keysar, 199
see also McGlone, 1996). We found that peo
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581CONVENTIONAL LANGUAGE: HOW METAPHORICAL
are much more likely to generate a simple
tributive interpretation (e.g., “life is short”) tha
to generate an entailment of a conceptual m
ping (“death is dusk”). However, a differe
procedure can lead to a different result. Usin
recognition task, Gibbs (1992) presented re
ers with the explicit conceptual mapping
LIFETIME IS A DAY and asked them to sele
from a list of sentences those which “best
flected the meanings of this metaphor.”
found that readers tended to select sente
that spelled out entailments of the concep
mapping (e.g., “birth is dawn”). Perhaps, th
if we tell readers that they should think
argument as journey they would realize t
when one is talking aboutpointing out a posi
ion and aboutarriving at a compromiseone
might be spelling out a mapping between ar
ment and journey. In other words, perhaps t
would do what Gibbs’ participants did—reco
nize that conventional expressions are relate
the explicit mappings. One way to invite peo
to consider a mapping would be to start e
scenario with an explicit mention of the ma
ping, as in:

Explicit-mapping scenario
As a scientist, Tina thinks of her theories as he

children. She is aprolific researcher,conceivingan
enormous number of new findings each year.Tina is
currently weaning her latest child.

We call this the “explicit-mapping” conditio
in contrast to the “implicit-mapping” and th
“no-mapping” conditions illustrated with th
first and second scenarios, above. In the ex
it-mapping condition, readers might indeed c
ate appropriate conceptual mappings, and
be better prepared to comprehend the n
target expression. Alternatively, if readers
not understand the target expression w
greater ease in the explicit-metaphor condit
then there would be two possible interpre
tions. Either our experiment is too noisy
detect differences or readers do not use
mapping even under such explicit condition
they do not recognize or notice the connec
of the explicit mapping between ideas and p
ple to the related stock phrases in the scen
such asconceiving.

In order to assess whether our experime
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paradigm is sensitive enough to detect an ef
we added a fourth condition as a manipula
check. Gibbs (1990), as well as Onishi a
Murphy (1993), demonstrated that referen
metaphors are more difficult to understand t
literal referring expressions. Our novel tar
expressions (e.g., The journey should not
too long) are metaphorical referring expr
sions. We added a scenario that rendered t
target expressions as literal (i.e., “literal con
tion”):

Literal-meaning scenario

As a scientist, Tina thinks of her theories as chil
dren. She makes certain that she nurtures them a
But she does not neglect her real children. She mo
itors their development carefully.Tina is currently
weaning her latest child.

Given Gibbs (1990) and Onishi and Murph
(1993) findings, it should be easier to und
stand the conclusion when it is intended li
ally. This would demonstrate the ability of o
method to detect differences and would allow
to draw finer conclusions, even if there is
difference between ease of comprehensio
the conclusion following the first three scen
ios.

Method

Participants.Forty-four1 University of Chi-
cago undergraduates contributed data for
experiment; all were native American Engl
speakers.

Materials. We generated 16 item sets, e
set for a different conceptual mapping. Tab
provides a sample of item sets. We obtained
conceptual mappings from Lakoff and Jo
son’s (1980a, 1980b) examples and used t
with minor editing to facilitate textual flow. Fo
each conceptual mapping we first constru
the implicit mapping scenario by relying
much as possible on examples of stock phr
provided by Lakoff and Johnson. We then c
ated the no-mapping condition by replacing
metaphorically related phrases with express

1 In Experiment 1 data from two participants were-
arded because their quiz errors exceeded criterion.
rom two additional participants were discarded becaus
nusually poor cooperation and erratic performance.
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582 KEYSAR ET AL.
TABLE 1

Example Item Sets from Experiments 1 to 3a

Love is a patient

No mapping “Love is a challenge” said Lisa. “I feel that this relationship is in trouble. How can we have an enduring marri
you keep admiring other women?” “It’s your jealousy,” said Tom.

Implicit “Love is a challenge” said Lisa. “I feel that this relationship ison its last legs.How can we have astrongmarriage if
you keep admiring other women?” “It’s your jealousy,” said Tom.

Explicit “Love is a patient,” said Lisa. “I feel that this relationship ison its last legs.How can we have astrongmarriage if
you keep admiring other women?” “It’s your jealousy,” said Tom.

Literal “Love is a patient,” said Lisa. “It is difficult enough to keep alive when everything goes right. But it is impossib
when you’re not even healthy.” “What did the doctor say is wrong with me,” asked Tom. “It’s cancer,” Lisa
answered.

Target sentence: “You’re infected with this disease.”

Target word: Infected

Novel “Love is a patient,” said Lisa. “I feel that this relationship isabout to flatline.How can weadminister the right
medicineif you keep admiring other women?” “It’s your jealousy,” said Tom.

An argument is a journey

No mapping The marriage counselor explained how to solve problems. Think of an argument from a variety of perspective
explain your position and build on prior agreements, eventually getting to a compromise. One thing you mu
remember:

Implicit The marriage counselor explained how to solve problems. Think of an argument from a variety of perspective
point out your positionandproceed in a sequential fashion,eventuallyarriving at a compromise. One thing you
must remember:

Explicit The marriage counselor explained how to solve problems. Think of an argument as a journey. Youpoint out your
positionandproceed in a sequential fashion,eventuallyarriving at a compromise. One thing you must remembe

Literal The travel agent explained to us how to plan our vacation. Think of an argument as a journey. Now think of y
travel plans. You want to spend as little time traveling to your destination as possible. So remember one th

Target sentence: The journey should not last too long.

Target word: Journey

Novel The marriage counselor explained how to solve problems. Think of an argument as a journey. Youpinpoint out your
coordinatesanddrive along an established route,eventuallyparking ata compromise. One thing you must
remember:

Ideas are people

No mapping As a scientist, Tina thinks of her theories as her contribution. She is a dedicated researcher, initiating an eno
number of new findings each year.

Implicit As a scientist, Tina thinks of her theories as her contribution. She is aprolific researcher,conceivingan enormous
number of new findings each year.

Explicit As a scientist, Tina thinks of her theories as her children. She is aprolific researcher,conceivingan enormous numbe
of new findings each year.

Literal As a scientist, Tina thinks of her theories as children. She makes certain that she nurtures them all. But she d
neglect her real children. She monitors their development carefully.

Target sentence: Tina is currently weaning her latest child.

Target word: Weaning

Novel As a scientist, Tina thinks of her theories as her children. She is afertile researcher,giving birth to an enormous
number of new findings each year.

a The four conditions of Experiment 1 appear first, followed by the target sentence, then the modified Explicit c
ppears, with the novel expressions as they appeared in Experiment 2. The target word from Experiment 3 is

arget sentence. The metaphor-related expressions are italicized for expository purposes.
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that carried similar meanings but were not fr
the base domain.

According to Lakoff and Johnson, it is po
sible that phrases in our no-mapping condi
would still conjure up concepts related to
metaphorically mapped domain. For exam
the word “argument” by itself might be unde
stood by mapping onto “journey.” We verifi
that the no-mapping condition did not conj
up such mapping by asking 12 native Eng
speakers to rate the no-mapping and the imp
contexts.2 We explained to them that expre
sions such asHe’s overflowing with ideassug-
gest that minds are like containers that can
ideas. We then asked them to decide for e
context what the topic is being compared to;
example, we asked them to fill in the blank
this sentence, “In this scenario, minds are m
aphorically likened to ” For the no-ma
ping scenarios only 7% identified the intend
mapping; in the remaining 93% of the ca
participants either wrote “none” or identified
different mapping. This test serves as a ma
ulation check, showing that there is no impl
mapping in the no-mapping condition.

In contrast, in 26% of the implicit scenari
participants identified the intended mappi
The rate of mapping identification in the i
plicit condition was reliably higher than in t
no-mapping condition,F1(1, 11) 5 13.31
MSe 5 .069; F2(1, 13) 5 7.39, MSe 5 .153.

ote that even in the implicit-mapping con
ion, participants generally did not identify t
ntended mapping. This is curious because
reated the implicit-mapping scenarios with
ressions from Lakoff and Johnson (198
here these expressions are presented as
ence for this very mapping. It is, of course, s
ossible that even though participants were
ble to explicitly report the mapping in som
ases, they could still rely on such concep
apping during comprehension. Experimen

s designed to test this.
The explicit-mapping condition was identic

o the implicit-mapping condition, except th
he first or second sentence was replaced w

2 This test was conducted after the main experiment b
presented here for better flow of presentation.
,

it
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h
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e
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a

entence that spelled out the mapping betw
he two domains, as inlife is a gambling gam
r love is madness.The final target senten
as a nonconventional expression related to
onceptual mapping, and it was identical in
onditions. Last, we created a scenario tha
owed a literal interpretation of the target s
ence.

In addition to the experimental items, the li
ncluded 10 filler scenarios so that participa
ould not anticipate or notice a particular p

ern. Here is a sample filler:

My two-year-old is a real comic. Last night I said to
him “Darrel, have you finished dinner now? Is your
belly full, full, full?” “Yes, Dad,” he replied. “But I
want some chocolate!” A little angrily I asked: “If
your belly is full, where will you put that chocolate?”
He replied, “My mouth!”

The fillers’ final sentences were neither me
phorical nor novel, and none of the fillers h
consistent allusions to a conceptual mapp
To make sure that participants paid attentio
the text, they received a surprise quiz after e
scenarios. The quiz included yes/no quest
that tested for comprehension of details. We
a conservative criterion for quiz performan
and discarded the data of participants who m
more than one error on the quizzes (more
12.5% error rate).

The materials were divided into four subs
each including one case from each item se
fourth in each condition. The conditions we
counterbalanced.

Procedure and design.Participants read ea
scenario on a computer screen. The scen
were presented line by line, with each line c
taining a full sentence unless a sentence
relatively long, in which case it was brok
down in a way that allowed the reading to fl
normally. They were instructed to press a bu
as soon as they comprehended each line.
target sentence was not singled out and
peared as the final sentence for each of th
items. At the end of each scenario participa
received an “end of scenario” message wh
remained on the screen until they presse
continue button. Participants were encoura
to take advantage of these break points w
ever they wanted to rest. After they pressed
s
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continue button, a “Prepare for next scena
message appeared on the screen for 5 s
then the next scenario began. Following eigh
the scenarios, a “quiz” message appeared w
question to which participants replied by pre
ing a yes or no button. Before the experim
started, participants received three practice
narios, and following two of the practice sc
narios they received a quiz, one which requ
a yesanswer and one which required ano an-
swer. The computer collected reading time
each line and registered the answers to the q
zes. Items and fillers appeared in a differ
random order for each participant.

The design of the experiment was with
subjects, with four context conditions: no m
ping, implicit mapping, explicit mapping, an
literal.

Results and Discussion

Extreme reading times for target senten
were trimmed: Latencies below 500 ms a

FIG. 1. Mean reading times in Experiment 1
metaphorical mapping, implicit mapping, explicit m
”
nd
f
a
-
t
e-

d

r
z-
t

s

above 4SDs longer than the mean reading ti
were excluded. This eliminated only 4 d
points (less than 1% of the data). We report
results for 15 of the 16 items because of ex
imental errors in one item.3 (The pattern o
results is identical when the 16th item is
cluded.) Unless otherwise noted, all statist
tests were two-tailed, with thep value less tha
05.

We submitted the latency data to a one-w
NOVA with repeated measures. There wa
ignificant main effect of condition, [F1(
29) 5 9.80,MSe 5 65060;F2(3, 42)5 6.68,
Se 5 38507]. The pattern of mean read

imes appears in Fig. 1. Consider first the me
or the no-mapping (1853 ms) and the impli
apping (1912 ms) conditions. According

3 By mistake, item 1 did not include the correct con-
tions in Experiments 1 and 2; item 3 did not include
correct information in Experiment 2. The data from
mistaken items were not included in the analyses for
periments 2 and 3 and the manipulation checks.

novel target sentences in contexts that suggested
ping, or a literal reading.
for
ap
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the conceptual metaphor view the compreh
sion of the target sentence should have b
facilitated by the mapping-related terms of
implicit-mapping condition compared to the n
mapping case. Clearly, no such facilitation
curred. In fact, the target sentence took slig
longer to comprehend following the implic
mapping than following the no-mapping con
tion. The response time in the implicit-mapp
condition was not significantly slower than
the no-mapping condition (bothFs , 1; all
planned contrasts). In contrast, the literal c
dition (M 5 1617 ms) was faster than all t

ther three, [F1(1, 43)5 34.5, MSe 5 53109
F2(1, 14)5 22.9,MSe 5 32014]. This sugges
hat the procedure was sufficiently powerfu
etect differences had they existed.
The explicit-mapping condition yielded inte

sting results. The mean reading time for
ondition was almost identical to that of t
o-mapping condition (1844 and 1853 ms,
pectively; bothFs , 1). This suggests th
ven when the mapping is spelled out, it is
ufficient to lead readers to use the mappin
he process of comprehending the stock phra
he explicit mapping mean reading time was
s faster than that of the implicit mappi

ondition. Though this might suggest facili
ion, the difference was not significant (bo
s , 1).
The results of this experiment are straight
ard. Comprehension of the target senten
as not affected by the type of context:

mplicit suggestion of conceptual mappings
ot show any indication that mappings w
sed, and even an explicit mention did not
ilitate comprehension. These results cast d
n a major claim of the conceptual metap
iew—that conventional expressions that se
o be motivated by conceptual mappings fu
ionally instantiate such mappings.

EXPERIMENT 2: DO NOVEL
EXPRESSIONS ELICIT CONCEPTUAL

MAPPINGS?

Experiment 1 demonstrated that even exp
ention of conceptual mappings did not le

eaders to use those mappings when s
hrases were used. In addition, we discov
-
n

-

-

t

-

t
n
s.

-
s

-
bt
r

-

t

k
d

hat an explicit statement of the mapping w
ot sufficient to make the connection betw

he stock phrases and the metaphors that
resumably instantiate. In Experiment 2

ested our second claim, that contexts w
ovel or nonconventional expressions do
tantiate conceptual mappings. We reaso
hat if we changed the stock phrases in
xplicit-mapping condition to be less conv

ional, then perhaps that would lead reader
reate conceptual mappings. Consider again
xample from Experiment 1, using the mapp

DEAS ARE PEOPLE. The explicit mappin
ondition in Experiment 1 used stock phras
s in:

As a scientist, Tina thinks of her theories as he
children. She is aprolific researcher,conceivingan
enormous number of new findings each year.Tina is
currently weaning her latest child.

In this experiment, the novel-mapping condit
of this item uses less conventional expressi

As a scientist, Tina thinks of her theories as he
children. She is afertile researcher,giving birth to an
enormous number of new findings each year.Tina is
currently weaning her latest child.

So whileconceivingis a relatively convention
way of talking about ideas,giving birth is quite
unconventional. If comprehension of target s
tences is facilitated following such unconv
tional context, then that would indicate th
readers retrieved or created and considere
relevant conceptual mappings. We there
predict shorter reading times for target s
tences in the novel-phrase condition in Exp
ment 2.

Method

Participants.Forty-eight University of Chi
cago undergraduates, all native English sp
ers, participated for pay.

Materials. The same 16 items and 10 fille
from Experiment 1 were used in this expe
ment, except that in the explicit mapping c
dition we replaced the mapping-related st
phrases with less conventional phrases. Tab
illustrates these changes.

As a manipulation check we tested the ite
to make sure that the phrases we replace
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586 KEYSAR ET AL.
sulted in a less conventional context in the no
condition than in the implicit condition4

Twelve native English speakers received an
planation about how expressions can vary
conventionality with respect to the idea t
they are supposed to communicate. We il
trated this by contrasting a conventional way
describing someone who was running v
quickly, he was running like the wind,with a
much less conventional expression,he was run
ning like a Porsche on a German highway.The
participants received the implicit and novel s
narios for each item side by side, with
corresponding phrases underlined. We did
include the final, target sentence, as this
tence was novel across all conditions. Par
pants then performed two tasks. First, they
dicated which story version conveyed
underlying theme in a more conventional w
Then they rated the conventionality of ea
scenario separately on a 6-point scale. For
ample, after reading the scenarios for TIME
MONEY, participants first chose which versi
was more conventional and then answered
question “How conventional do you think ea
story is with respect to TIME?” Two identic
rating scales were provided, one for each
sion; the scales went from 1,more unconven
tional, to 6, more conventional.Scenarios wer
presented in a random order.

As expected, participants were most likely
select the implicit contexts as more conv
tional than the novel contexts (83% vs 17
respectively). We coded each implicit cont
choice as11 and each novel context choice
21, and found that the mean was significa
different from zero, [t1(11) 5 8.03, t2(13) 5
7.49]. For the separate ratings of each vers
the novel contexts were rated as less con
tional (M 5 2.7) than the implicit contex
M 5 4.6; difference score significantly grea
han zero,t1(11) 5 9.07, t2(13) 5 6.55]. This
erifies that our items were constructed as
ended, with the novel contexts containing l

4 This manipulation check as well as the specificity no-
ng was conducted after the main experiment but is
ented here for better flow of presentation.
l
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f
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t
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onventional expressions than the original
licit conventional contexts.
In addition to the conventionality manipu

ion check, we wanted to avoid a confou
here is a possibility that the novel instan

ions of the metaphor might tend to be m
pecific instantiations of the base domain.
xample, in the ARGUMENT IS A JOURNE
apping the phraseproceed in a sequenti

ashion in the implicit context was replace
ith the phrasedrive along an established rou

o create the novel context (see Table 1). D
ng is a specific way of proceeding in a journ
nd more specific contexts might facilitate
omprehension of an often specific target s
ence. To make sure we did not confound n
lty with specificity, we evaluated correspo

ng phrases in the novel and implicit conditio
or their specificity of reference.

After they judged the conventionality of co
exts, the same participants were asked to e
ate the specificity of expressions in the con
cenarios. Here is an excerpt from the inst
ions: “In many situations, there are multip
ays of expressing the same idea, and

mportant way in which linguistic expressio
an differ is in how explicit or specific they a
ith respect to the idea that they are trying
ommunicate.” Participants were instructed
For each pair of terms, you should indic
hich one seems to be morespecificor explicit

n how it expresses the underlying idea.“ Th
hen received the implicit and novel contexts
ach item side by side. We underlined the c
entional expressions in the implicit cont
nd their corresponding novel instantiations
sked the participants to compare the exte
hich these expressions were specific or
licit with respect to the underlying idea. Th

ask was to select the expression that was m
pecific, or they could indicate that they w
qually specific.
For each pair of expressions we code

reference for the novel expression as 1, for
mplicit expression as21, and no preference
. Items had anywhere from two to five su
airs of expressions, so we summed the s

or each subject for each item, which gave ite
-
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with more pairs more relative weight. An ov
all positive mean, then, would indicate t
novel scenarios were more specific, a nega
mean would indicate that implicit scenar
were more specific, and a zero mean wo
suggest no such differentiation. The mean o
these sums was .07, which was not relia
different from zero (Fs ,1). When the data a
analyzed by averaging the score for each
for each subject instead of summing it,
overall mean is even closer to zero (M 5 .01,Fs
,1). These results clearly show that the nov
manipulation is not confounded with specific
or explicitness of items.

Procedure and design.The procedure an
design were identical to that of Experiment
Participants received the same instructions
practice. We predicted that comprehension
tencies for target sentences would be faste
the novel condition compared with the no-m
ping and the implicit-mapping conditions.

FIG. 2. Mean reading times in Experiment 2
metaphorical mapping, implicit mapping, included
e

d
ll

y

.
d
-
n
-

Results and Discussion

Extreme reading times for target senten
were trimmed as in Experiment 1 (below 5
ms and above 4SDs longer than the mean). Th
resulted in the elimination of 1.2% of the da
A one-way ANOVA with repeated measu
yielded a significant main effect of conditio
F1(3, 141)5 4.83, MSe 5 6135, F2(3,39) 5
3.91,MSe 5 25127].

As Fig. 2 reveals, the pattern of mean read
times was precisely in accord with our pred
tion. Consider first the part that replicates
periment 1. The mean reading time in the
plicit-mapping condition was not significan
faster than in the no-mapping condition (17
and 1782 ms, respectively; bothFs , 1). This
uggests that readers did not use the mapp
n the implicit-mapping condition. As predicte
he novel condition was faster than the
apping and the implicit-mapping conditio

novel target sentences in contexts that suggested
vel instantiations, or a literal reading.
for
no
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In fact, the mean latency to comprehend ta
sentences in the novel condition was virtually
fast as in the literal condition (M 5 1629 and
1607 ms, respectively). The literal and no
conditions were significantly faster than the
mapping and implicit mapping condition
[F1(1,43)5 15.14,MSe 5 57933, F2(1,14)5

3.36,MSe 5 26315.]
These results replicate the findings in Exp

iment 1 that show that conventional express
did not facilitate the comprehension of an
stantiation of the conceptual mapping. T
shows no evidence for the claim that a st
phrase instantiates a conceptual mapping du
comprehension. The results supplement the
experiment and show that novel express
that reflect conceptual mappings between
mains do lead readers to either retrieve or cr
analogies between those domains. Only sce
ios that used novel expressions showed
dence that readers relied on conceptual m
pings.

There are, however, at least two alterna
explanations for our results, both simpler th
our hypothesis: (1) The results could be
plained as an outcome of lexical priming and
it is possible that the novel condition facilitat
the comprehension of the target sentence
cause of its discourse structure. We report a
of the second explanation here, and Experim
3 tests the priming explanation.

Novelty of instantiation or discourse-level
ferential support?It is possible to explain th
pattern of results in Experiment 2 in terms
general discourse processes. In the IDEAS A
PEOPLE item, the test sentence was “Tin
currently weaning her latest child.” In order
understand this sentence, the reader looks
referent for “her child” in the preceding conte
This referent might be more easily available
the novel context, which statedTina thinks o
her theories as her childrenthan in the implici
context which only statedTina thinks of he
theories as her contribution.The reader, the
might have to draw more complex inferen
following the implicit than the novel contexts.
the novel context provides better inferen
support in this way, this might be sufficient
explain our results.
t
s

l

-
s

g
st
s
-

te
r-
i-
-

-
)

e-
st
t

E
s

a

l

To evaluate this possibility we asked 12
tive English speakers to rate the degree to w
the context “prepares them” for the critical no
phrase in each of the target sentences. To i
trate this we provided three pairs of senten
In the first pair, the first sentence prepares
reader quite well for understanding “their tip”
the second sentence:

Mary and Stan thoroughly enjoyed the new restau
rant. Their tip was particularly generous.

In the second pair the first sentence prov
less such preparation:

Mary and Stan thoroughly enjoyed their evening
Their tip was particularly generous.

And the third provides the least amount of pr
aration:

Mary and Stan thoroughly enjoyed themselves. The
tip was particularly generous.

Participants read one context for each i
and rated the amount of support it provides
underlined noun phrase. For example, t
rated the support that context provides forjour-
ney in the target sentenceThe journey shoul

ot last too long.They used a 5-point sca
ith 1 marked asno supportand 5 ascomplete
upportfor the critical noun phrase in the targ
entence.
We used three context types: the explicit c

ext from Experiment 1 and the novel and
mplicit contexts from Experiment 2. Recall th
omprehension of the target sentence wasnot
acilitated following the explicit context com
ared to the implicit context in Experiment 1

he novel context was facilitated in Experim
because it provided better inferential sup

or the target sentence, then it should be r
igher than the implicit context. At the sam

ime, the explicit context should not be ra
igher than the implicit context. If the explic
ontext is also rated as providing more infer
ial support than the implicit context, then su
nferential support cannot explain the results
xperiments 1 and 2.
Participants rated both the novel (4.0) and

xplicit contexts (3.7) as providing more inf
ntial support than the implicit context (2.
he main effect was significant, [F1(2, 22)5
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15.17,MSe 5 .338,F2(2, 26)5 18.79,MSe 5
.298]. Planned contrasts revealed that the n
context was rated significantly higher than
implicit [F1(1, 22)5 27.89,MSe 5 .338,F2(1,

6) 5 34.69, MSe 5 .298], and the explic
igher than the implicit [F1(1, 22) 5 15.87
Se 5 .338, F2(1, 26)5 19.5, MSe 5 .298].

The novel and explicit contexts did not dif
statistically [F1(1, 22) 5 1.69, MSe 5 .338,

2(1, 26) 5 2.17, MSe 5 .298]. If the nove
context facilitated comprehension becaus
provided more inferential support, then the
plicit context in Experiment 1 should have
cilitated comprehension of the target sente
as well, especially relative to the implicit co
text. It did not, allowing us to reject inferent
support as an alternative explanation for
results of Experiments 1 and 2.

EXPERIMENT 3: CONCEPTUAL
MAPPING OR PRIMING?

It is still possible that the facilitation in th
literal and novel conditions was due to sema
priming. For example, consider the IDEA
ARE PEOPLE mapping in Table 1. The no
context includedfertile andgiving birth in the
sentenceShe is a fertile researcher, giving bir
to an enormous number of new findings e
year.This could have primed the word “wea
ing” in the target sentenceTina is currently
weaning her latest child.In contrast, the parall
sentence in the implicit-mapping condition w
She is a prolific researcher, conceiving an en
mous number of new findings each year.It is
possible that this sentence had no such prim
potential. If priming at the word level is inde
responsible for the facilitation in the literal a
novel conditions then it voids our argument
order to claim that the facilitation in the nov
condition results from instantiation of the ma
ping, it is crucial to show that it is not due
lexical or semantic priming.

If word-specific priming is responsible f
the facilitation of the target sentence for
novel condition in Experiment 2, then such d
ferential priming should occur to those spec
words following the context scenario. To t
this hypothesis, eight independent participa
selected the single word from each target
el

it
-

e

c

h

-

g

s
-

tence that would most likely be semantica
primed by the novel context. For example,
the IDEAS ARE PEOPLE item, the wordwean-
ing was selected in a pretest from the ta
sentenceTina is currently weaning her late
child. Participants read the scenarios with
the target sentences and then performed a
cal decision task on those target words. If
preceding novel context facilitates the recog
tion of the wordweaningin the target senten
via semantic priming, then such facilitati
should occur in this experiment as well.
however, the novel condition is not facilitated
Experiment 3, then we can conclude that
results of Experiments 1 and 2 are not du
semantic priming.

Method

Participants. Thirty-two University of Chi-
cago undergraduates, all native English sp
ers, participated for pay.

Materials. The experiment used the item
from Experiment 2 without the target se
tences. All the target words were true Eng
words, and therefore we added filler scena
that were followed by a nonword target. T
nonwords were all in accord with Engli
orthography and reflected the same variet
morphology as the target words (e.g., plu
vs singular). To make sure that participa
read the scenarios, the experiment inclu
eight additional fillers that were followed by
quiz instead of a target word. The corr
answer to half the quizzes was YES and to
other half NO. Each participant saw each it
in one of the four conditions; versions a
conditions were counterbalanced as in Ex
iment 2. Fillers were identical for all partic
pants.

To select the target word from Experim
2’s target sentences, we recruited eight a
tional participants. We presented them with
novel context of each item and asked them
choose the one word from the target sente
that is most related in its meaning to the cont
The word that received the majority of the vo
for each item was selected as the target w
Note that this selection procedure biases
results toward the alternative explanation
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590 KEYSAR ET AL.
cause the words were selected vis-a`-vis the
novel context. This increases the chances
the novel context would prime the target w
in Experiment 3. Table 1 provides examples
target words.

Procedure and design.Participants first re
ceived an explanation about the lexical decis
task and the quiz questions and then pract
the procedure. They received feedback a
their accuracy during practice but not during
experiment. Participants received the contex
the computer screen, pressed a button w
they finished reading it, and then the target w
or a quiz appeared on the screen. When a ta
word appeared, participants decided if it was
English word and responded YES or NO
quickly as they could. The YES response w
always mapped to the participants’ domin
hand. The design was identical to that of
periment 2.

Results and Discussion

The analysis included the same items a
lyzed for Experiment 2. Error rates were lo

FIG. 3. Mean reaction times in Experiment 3 to
context types.
t
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ranging between 0 and 3%. As Fig. 3 illustra
latencies of correct responses revealed a pa
opposite to the results of Experiment 2. Wh
the novel condition was faster than the impl
and no-mapping conditions in Experiment
here it was the slowest (Ms5 885, 891, and 92
ms for no mapping, implicit, and novel, resp
tively). The mean reaction time following t
literal context was nominally the fastest (8
ms), but a one-way analysis of variance
vealed no significant difference among th
conditions (Fs ,1).

The data of Experiment 3 clearly rule out
priming-based alternative explanation of the
sults of the first two experiments. In Experim
2, we argued that the novel context condit
instantiated the conceptual mapping. Con
quently, the reading of the target sentence
facilitated compared to the no-mapping and
plicit-mapping conditions. In Experiment 3, t
response latency in the novel condition w
slightly longer than both the implicit and th
no-mapping conditions. This demonstrates
the target word was not primed more in

rform a lexical-decision task following each of the fou
pe
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novel condition than in any other condition. W
can therefore confidently conclude that sem
tic priming at the lexical level was not respo
sible for the results of Experiment 2.

GENERAL DISCUSSION

Taken together, the results of our three
periments challenge a major claim of Lak
and Johnson’s theory of conceptual metaph
that conventional expressions instantiate m
phorical mappings. In Experiment 1, we fou
that even explicit mention of a mapping such
ARGUMENT IS WAR did not yield evidenc
for conceptual mappings, most likely beca
the explicit mentions were used with conv
tional expressions. In Experiment 2, when
context included novel instantiations of the c
ceptual mapping, we did find evidence for
use of conceptual mappings.

The pattern of our results supports a strai
forward conclusion. People can understand
ventional expressions, such asI’m depressed
without recourse to any mappings between
mains or, in Lakoff and Johnson’s terms, c
ceptual mappings such as SAD IS DOWN.
essence, conventional expressions functio
do frozen metaphors such as thearms, legs
seats,andbacksof chairs. In both cases—co
entional expressions and frozen metapho
nderstanding is accomplished directly and
rally. When, on the other hand, an expres
r metaphor is novel, more inferential wo
ust be done. To understand an expression
sthe crime rate has reached meltdown prop

ions, people might either access or create
nalogy between crime situations and nuc
eactors. If nuclear reactors had previously b
ncountered as a metaphor for dangerous
tions, then the conceptual mapping betw
uclear reactors and dangerous situations c
e accessed and instantiated in terms of crim
ctivities. On the other hand, if a person
ever before encountered a likening of cr
ituations to nuclear reactors or, more gener
uclear reactors as a metaphor for dange
ituations, then such an analogy must be cre
n the spot. As Bowdle and Gentner (Nove
er, 1995; See also Gentner & Wolff, 200
ave suggested, the processes used to u
-
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er-

stand any particular metaphorical expres
may change as a function of familiarity a
conventionality. When a metaphor is co
pletely novel, it may require different kinds
inferential work than when it is very familiar

Our findings are consistent with Gentner
her colleagues’ suggestion that when a m
phorical mapping is switched, readers encou
more difficulty than when the same mapp
persists (Gentner & Boronat, 1992, 19
Gentner & Wolff, 2000). Gentner and Boron
had participants first read sentences such asHer
anger had been simmering all afternoon.They
were then faster to read a consistent conti
tion such asWhen Harry got home, she w
boiling over than a nonconsistent one:When
Harry got home, she was glacially cold.More-
over, when more conventional expressions w
used, the difference disappeared. These re
seem analogous to the results of our Exp
ments 1 and 2.

Conceptual mappings, then, are not routin
used, but instead may be generated and
from perceived or inferred similarities betwe
domains. As Murphy (1996) has argued, si
larity-based analogical reasoning models, s
as Gentner’s (1983) structure-mapping mo
can account for comprehension of both no
and frozen expressions more parsimonio
than the conceptual mapping view. Murp
bases his argument primarily on the inadequ
of the conceptual mapping view as a model
how people represent concepts, i.e., at the
ceptual level. Our results enable us to extend
critique beyond the conceptual level to the le
of language use.

Put most simply, the conceptual mapp
view fails to distinguish between the direct u
derstanding of frozen and conventional exp
sions on the one hand, and the inferential w
that may be needed to understand novel exp
sions, on the other. The failure of the concep
mapping view is attributable in large part
Lakoff’s conflation of literal and metaphoric
language. As Jackendoff and Aaron (19
pointed out, many expressions that people
sider straightforward and literal are treated
Lakoff and his colleagues as metaphorical
Lakoff & Turner, 1989). The expressionI’m
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depressedis one example, as isThe road goe
rom London to Canterbury.Lakoff and Turne
ould argue that roads cannot literally go fr
ne place to another in the sense of phys

ravel. Our alternative is simple: the word “g
s polysemous and can be used to refer to
ents (e.g., the crack in the wall went from o
nd of the room to the other) or to physi
ovement (e.g., the ant on the wall went fr
ne end of the room to the other).
How can we distinguish between polyse

f this sort and metaphor? Jackendoff
aron (1991) suggest a test for whether or
n expression is literal or metaphorical. C
ider theroad goesexpression. If asked, mo
eople would not judge the expression to
etaphorical. More to the point, conside
uestion such as “If roads could be thought o
oing from one point to another, would it ma
ense to say that the road goes from Londo
anterbury?” Most people would find this qu

ion distinctly odd because roads going fr
ne place to another is simply not thought o
etaphorical. In our terms, the expression d
ot instantiate any conceptual mapping betw
oads and traveling entities.

But this is exactly Lakoff and Johnson’s p
ary claim—that linguistic expressions t
ost of us think of as literal are, in essen
etaphorical. They are metaphorical beca

hey instantiate metaphorical conceptual m
ings. Whatever merit the conceptual mapp
iew might have for a theory of concepts,
nd this view without any serious merit for
heory of text or discourse comprehens
urely, there is a difference in what people m
o to understand frozen metaphors such a
rm of a chair and novel ones such asthe crime
ate has reached meltdown proportions.In the
ontext of our three experiments, people un
tood conventional expressions without us
onceptual mappings, but apparently did
and perhaps even generate) conceptual
ings when understanding novel expressi
o argue, as Lakoff and Johnson do, that pe
outinely use conceptual mappings even w
nderstanding familiar and conventional
ressions unduly complicates models of
uage comprehension.
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Finally, to not just blur but to categorica
eliminate any distinction between literal a
figurative language violates not only our eve
day intuitions but also the very notion of m
aphor as a distinct linguistic concept. As Gilb
and Sullivan wrote, “When everyone is som
body, then no one’s anybody.” Analogous
when everything is metaphor, then nothing
be literal. Surely, this cannot be literally true
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