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1. Introduction

This work examines the role of morpho-phonologyhwispect to the lexicon and the
syntax, with reference to the morpho-phonologyh&imatic arity (valence changing)
operations. It is commonly assumed that differdwntatic realizations of the same
concept are derived from the same basic entry areous operations. | examine five
such operations in the verbal systems of Modermdstal Arabic (hereafter MSA),

Palestinian Arabic (hereafter PA) and Modern Heb(hereafter MH): passivization,

decausativization, causativization, reflexivizatioand reciprocalization. These
operations are illustrated in (1) for MH.

(2) Arity Operations in MH

Type of Operation Examples

Passivization tipel - tupal ‘took care of > ‘was taken care of
Decausativization hirgiz=> hitragez | ‘upset’ - ‘became upset’
Causativization xatam—=> hextim | ‘signed’ - ‘made X sign’
Reflexivization serek - histarek | ‘combed’ - ‘combed oneself’
Reciprocalization xibek—=> hitxabek | ‘hugged’ - ‘hugged each other

| will shed light on three generalizations obseniedthe three verbal systems,
involving morpho-phonological differences betweeasgivization and the other four
arity operations.

(2) Generalizations

a. Passivization shows unidirectional relationsMeen input and output forms,
while the other operations demonstrate bidirectipnawith some templates
serving both as a base and as a derived form.

b. Passivization is performed mainly by changing tbcalic pattern of the verb,
unlike other operations, which are manifested lffgidint morpho-phonological
processes, such as affixation and gemindtion.

c. The morphological output of passivization canebsily predicted, in contrast
to other operations that have more than one pessikiput form.

| argue for a correlation between arity operati@ml their morpho-phonological
manifestation. Specifically, | will show that theffdrence in the component of the
grammar where operations take place, lexicon vstagy is what underlies the
observed generalizations. This analysis is providihin the framework of the word-
based theory (Aronoff 1976, Ussishkin 1999, 200kyviBs 2005 among others) and
the theory of the Lexicon-Syntax Parameter (heeedfex-Syn paramater) (Reinhart

! PA demonstrates a different patten of passivirafieill address this issue in §4.



& Siloni 2005). I will argue for a non-accidentaireelation between the setting of this
parameter and the morpho-phonological propertigheftierivations, i.e. the variety of
derivations which can take place, the predictabiland the directionality of such

operations.

This thesis is organized as follows: In 82, | pdrvithe theoretical basis for my
analysis. | present two main theories within whicly analysis is couched: Stem
Modification and the Lexicon-Syntax parameter. & Bpresent the syntactic-semantic
features determined by the Lex-Syn parameter. kgmie the features that are
responsible for the cross-linguistic variation mefyjag predicates such as reflexives
and reciprocals and add a new feature that hagetdieen discussed. Section 4 deals
with the verbal systems of MH, MSA and PA. Althoutjie verbal systems of these
three languages are the basis of my analysis,i¢ugeit to hold universally. In 85, |
discuss the morpho-phonological processes resgdenfb deriving one verbal form
from another via arity operarions. In 86, | analylze morpho-phonological differences
between syntactic and lexical operations based hmn distribution of different
predicates in the three languages and the procesrsls form them. | show that there
are three morpho-phonological properties whichimtystish between the two types of
operations: intrusiveness of the process, direalign and predictability of the
morphological output. My analysis supports the vadwnorphology as an independent
component that interacts with both the syntax dredléxicon. In 87, | focus on one
verbal pattern of MH, thaeiCCaCtemplate which requires a further elaborationhef t
analysis | propose. In 88, | discuss the case @aively new binyan formantion in
MH and | propose an analysis of its formation franboth thematic and a
morphological point of view. Section 9 consistscohclusions of my analysis and its
implications with regard to the the relations bedswéhree components of the grammar:
lexicon, syntax and morphology.



2. Theoretical Framework

My analysis is couched within two theoretical framoeks, Aronoff's (1976) word-
based model of morphology and the Lexicon-Syntaampater (Reinhart and Siloni
2005).

2.1. The Word-based Approach

2.1.1 Words vs. Morphemes

The word-based approach, originally proposed innafb (1976), is based on the
notion that the lexicon consists of words rathentimorphemes or roots. Aronoff’s
main thesis states that a new word is formed byyagp Word Formation Rules
(WFRs) to an already existing word. Both the newdvand the existing word are
members of a major lexical category. Every WFR Hpgscthe following: (i) The
properties of the words on which it can operat.Ai unique phonological process
which is performed on the base. (iii) A syntactabél and subcategorization for the
resulting word. (iv) A semantic reading, which isuaction of the reading of the base,
for the resulting word. Aronoff refers to theseesilas once-only rules. These rules do
not apply every time the speaker of a languageksp@aey serve for producing new
words, which may be added to the speaker’s lexiamd, redundancy rules defining
morphological relations. They are thus differerdnir the rules of syntax and post-
lexical phonology, which must apply in a derivatioina sentence.

2.1.2 Stem Modification

There are two main approaches to the relation letweconsonantal root and a vocalic
template in Semitic languages, such as MSA and Nike traditional approach
attributes the consonantal root, which consist2-df consonants in a specific order,
with the core meaning of the stem, thus exprestiiggsemantic relations between
stems. This view is structurally expressed by thdtistiered representation proposed
by McCarthy (1981), where the vocalic patternsramesented independently, on the
basis of morphological categories. Deriving newnfsrinvolves the extraction of a
consonantal root from the base form and associdtingth a given template (Bat-El
1986). However, this approach invokes both a thealeand empirical problem,
known as the problem of transfer (Bat-El 1994). étgesearch has revealed that the
information transferred from the base to the deriigem not only consists of the order
of the consonants, but also which consonants ocadjacent positions in the base, i.e.
whether two or more consonants form a cluster.dditeon, properties such as the
quality of the base vowels and affixes are alsmsfierred from the base. Such
properties cannot be attributed to the consonantl



Stem Modification is an alternative theoretical mlpdwhich can account for

generalizations about morpho-phonological alteamatias it allows for internal stem
adjustments. It was first introduced in Steriad®8@) in the analysis of reduplication
and in McCarthy and Prince (1990) in the analy$ithe formation of the MSA broken

plurals and diminutives. MSA broken plurals canbet derived by root-to-template
morphology, as there are structural properties #natdrawn from the singular base,
which cannot be attributed to either the root a template. This is attested when
vowel length is transferred from the singular stemthe plural (3a, 3b) and when
derivational morphemes survive derivational proesg8b).

(3) MSA broken plural
a. qindil > qganaadiil ‘alamp’
b. miftada > mafaatih ‘akey
c. funduk -> fanaadik ‘a hotel

These examples show that lexical relations in M3@&kén plurals involve more than
just the root and are established over words oenes. All plural templates in (3)
consist of a long vowel in the first syllable. Hoxee, the second vowel consists of a
long syllable only when the second vowel of thegslar form is long (3a,3b in
comparison to 3c). In (3b), theV/ consonants, which is not a part of a consonantal
root, is transferred to the plural form.

Bat-El (1994) provides further support for this rebdwithin the analysis of the
formation of denominative verbs in Modern Hebrews8s which contain five or more
consonants arranged in clusters yield verbs cantaihe same clusters.

(4) Transferred Clusters
praklit ‘lawyer’ - priklet ‘practiced law’
sandlarshoemaker = sindler'made shoes’

Moreover, denominative verbs whose vocalic patiertme marked-e can be derived
only from nouns whose base contains the vow/elgee Ussishkin 1999) (5).

(5) tof ‘adrum’ > tofef played a drum’
kod‘a code’ > koded ‘coded’

This provides further support for stem modificatimoetivated by the need to keep the
derived verb as faithful as possible to its basemw suitable vocalic pattern exists in a
language.



The root extraction approach fails to explain whe {CV structure is different for
different verbs of the same template. Moreoverdaes not explain why a multi-
consonantal root should be arranged as its basaddition to the order of the
consonants. In stem modification, however, thevaeie changes are made on the base
itself and thus, it is not surprising that sometlod base’s properties survive in the
derived form. Such an approach shows that thedoes not exist as a morphological
unit. The analysis proposed in this paper providether support for the superiority of
stem modification over root extraction.

2.2. The Lexicon-Syntax Parameter

2.2.1 Thematic Relations

The theta system is the system enabling the irternfetween the system of concepts
and the computational system, the syntax and,aotly, the semantic interface systems
(Reinhart 2000). For each set of systems of the &w®B,assumes the existence of some
central system that gathers information, which nbay accessible to other sets of
systems and which enables the interface. The Hysteam can be viewed as the central
system of the system of concepts. In this framewthr& grammar includes an active
lexicon (Siloni 2002), which is more than a merst Iof items, and allows the
application of derivational operations. This isabased on the lexicalist approach to
word-formation (Chomsky 1970, Halle 1973) and Jadkdf's (1975) full-entry
theory, according to which the lexicon is a repwgif information about words.

The theta system consists of (at least) the fohgwi
a. Lexical entries, which are coded concepts that define the thdes rof verb
entries.
b. A set of arity operations on lexical entrieswhich may generate new entries,
or just new options of realization.
Arity operations derive different instantiations thie same concept by changing the
syntactic valence of a verb, forming predicatehisagpassive and reflexive verbs.

2.2.2. The Lexicon-Syntax Parameter

Although predicates such as reflexives and recgisoare derived by the same kind of
operation universally, the considerable cross-listyu variation they exhibit results

from the level in which these operations apply adcm to a parametric choice.

Reinhart & Siloni (2005) suggest that UG arity @igms, which affect the syntactic



valence of a verb are allowed to apply in the lerior in the syntax, as formulated in
the following parameter.

(6) The Lex-Syn Parameter(Reinhart & Siloni 2005)
UG allows thematic arity operations to applyhe lexicon or in the syntax.

The syntactic component of the grammar is the engimat builds phrases from
elements selected from the lexicon. The questitsesiras to whether the syntactic
components can manipulate the thematic informatibthese elements. It has been
suggested that the syntactic machine operates thvéhselected elements and the
lexical-semantic information they bear and canratngie their basic properties (Siloni
2002). Once a theta role is part of the theta gfid predicate in the structure, it must
either be merged as an argument or have a residtigei syntax or at the level of
interpretation. This is formulated in the followiggideline.

(7) The Lexicon Interface Guidelif€LIG)
The syntactic component cannot manipulate thetadsgriElimination,
modification or addition of a theta role are iltion syntax

Whereas lexical operations apply to theta gridsgrajons in syntax apply to a
syntactic structure, which is already associateti wisemantic representation an event.
The Lex-Syn parameter is applicable only if thengraar includes an active lexicon, an
inventory of coded concepts, which intrinsicallikégarticipants (bear theta roles) and
can undergo arity operations. The lexicon and fimtastic component are expected to
be nonredundant systems, whose constraints arldngerare different. The inventory
of concepts does not contain a syntactic structase,this would be superfluous
reduplication of the syntactic component. Thusyahis no relation between distinct
predicates; only a syntactic structure puts thegettzer.



3. Thematic Arity Operations

3.1 Types of Arity Operations

| will discuss five types of thematic arity opecats.

3.1.1 Passivizatioh

Passivization involves an operation labeled saturatwhich saturates the external
theta role by existential closure (Chierchia 19894 Reinhart and Siloni 2005). The
theta role is assigned to a variable bound by astextial operator. The external
argument is no longer syntactically accessible,ibi# still accessible on the level of
interpretation. Passivization applies to predsdteat bear both an external and an
internal theta role. The passive verb loses thigybf assigning an accusative case and
the internal argument moves to the subject postbaeceive a case. Passivization does
not include manipulation of the theta grid. Horvatid Siloni (2005) provide evidence
that verbal passivization is crosslinguisticallyngctic. They base their arguemnt on
features such semantic drifts, nominalizationsidimins (see 83.2).

3.1.2 Decausativization

Decausativization derives decausative predicate$lly eliminating an external theta
role of cause (Reinhart 2002). This arity operati®mrestricted to predicates whose
external argument is a cause and their internaliotieeme or experiencéSimilarly

to passivization, the predicate’s valence is redumed the verb loses its accusative
case. However, unlike passivization, the reducgdiraent is no longer accessible on
the level of interpretation. It is possible to althy-phrase or an agent-oriented adverb
in case of passivization (8a,8b), while it is imgibe to do so in the case of
decausativization (8c,8d).

(8) a. ha-kerax humas al-yedey dan.

‘The ice was melted by Dan’

b. ha-kerax humas bexavana.
‘The ice was melted on purpose’

c. * ha-kerax namas al-yedey dan.
‘The ice melted by Dan’

d. * ha-kerax namas bexavana.
‘The ice melted on purpose’

2| will address only the verbal system in this pape

¥ When the internal theta role is a theme, thisraten derives unaccusative verbs (egfal ‘fell’),
while it derives subject experiencer verbs whenititernal theta role is an experiencer (éiragez
‘became upset’). These predicates exibit a diffesgntactic behavior, but for the purpose of thaper |
term them both decausatives.

* See also Levin and Rappaport-Hovav (1994, 1995).



3.1.3 Causativization

The operation of causativization adds a theta (abent) to the theta grid of the
predicate. The external theta role of the basicyec&in be either an agent (ergc
‘run’) or a sentient (e.grada‘’know’). According to TLIG (6), both causativizah and
decausativization are lexical operations, as i lmaises, the theta grid is manipulated.
In adition to lexical causativization, languagesoainanifest analytic causatives, which
are composed of two predicates, the first beingcthesing predicate. However, while
lexical causativization can add only an agent &alytic causativization allows the
realization of a cause (10).

(9) ha-more/ *ha-geSem heric et ha-yeled la-kita.
The teacher/ *the rain ran-CAUS the boy t@sla
‘ The teacher/ the rain made the boy run testla
(10) ha-more/ ha-geSem garam la-yeled laruc la-kita
‘The teacher/ the rain made the boy run tetla

Pesetsky (1995) views the operation of causatimaas having a much broader range.
He derives the transitive alternate of decausatremsitive and unergative verbs from
the one-place entry by causativization. This anslsgses some problems (Reinhart &
Siloni 2005, Reinhart 2006). First, this operatemds a new role to the basic entry.
This role alternates between an agent for tramsdivd unergative verbs and a cause as
far as decausative verbs are concerned. If thiseisame operation, why would it be a
different role? Assuming that the same opeartianvslved in both cases would make
it impossible to predict which new theta role iddad. Second, the transitive-
intransitive alternation is morphologically unsystgic, while the alternation of
causativization is. This suggests that the tworméiitons are derived by two distinct
operations. Third, following Pesetsky’s analysig, wwould lose the definition of the set
of decausative and unergative predicates, as tHeyndergo the same operation.
Finally, languages such as French (Friedemann 208®) not have lexical
causativization. There is a lexical alternationi®sin decausative and transitive verbs,
while there is no such alternation between unergand causative verbs. Again, if the
two alternations were the result of the same omeartanguages such as French would
exhibits only a part of this predication for no @l reason. These arguemts lend
support to the analysis that a different themagieration is involved in the derivation
of causative and decausative verbs.



3.1.4 Reflexivization and Reciprocalization

Reflexivization and reciprocalization do not eliraia a theta role. Rather, a theta role
that is not mapped onto a syntactic argument posi8 present in the semantics of
such predicates. Reinhart & Siloni (2005) argué wigen these operations apply in the
lexicon, they take two theta roles and form one glem theta role. They call this
operation bundling, a prequisite for which is thiabperates on an external theta-role.
This operation associates a bundle of two the&snaith the external argument.

(11) Lexical Reflexivization Bundling
[6i] [6]1— [6i-6;], where6; is an externad-role.

The reciprocalization operation is similar to tfa@ming reflexives but its semantics is
different. While the reflexive denotes a reflexiexent, the reciprocal denotes a
reciprocal event. When reflexivization and recigidaation apply in the syntax, the
operation is different. Following TLIG (7), manijiion of the theta grid is only possible
in the lexicon. Thus, bundling in the syntax does apply to the theta grid of the verb,
but to unassigned theta roles. An internal theta i® not mapped onto its canonical
position due to the lack of case. The unassignledetains the verbal projection until the
external theta role is merged. Upon the mergintp@fexternal theta-role, the unassigned
role is bundled with the external role, resultinghe assignment of two roles to the same
syntactic argument.

3.2 Syntactic-Semantic Features of the Lex-Syn Paraeter

While some operations are universally lexical (dgrausatizization) or syntactic (e.qg.
passivization), there are operations such as lefltion and reciprocalization, which
demonstrate cross-linguistic variation. This vaoiatcan be explained on the basis of
the component of the grammar where the operatikestplace. There are languages
such as MH, MSA, Hungarian and Russian whose paeangeset to ‘lexicon’, while
there are other languages such as French and Ramamhose parameter is set to
‘syntax’. There is a cluster of syntactic-semarféiatures, which is determined by the
value of the Lex-Syn parameter (Reinhart & Silodd2).

3.2.1 ECM Formation

Languages differ regarding the possibility of eeflizing or reciprocalizing
exceptional Case marking (ECM) predicates. ConglieFrench ECM construction in
(12a) and its reflexive equivalent in (12b). Thetmxapredicateconsidere’comsider’
does not take a DP as its internal argument, aéra small claus®ierrein (12a), to



which considéreassigns accusative case, is the subject of thi claiase, and receives
its theta role from the adjectiviatelligent As it is not an argument afonsidere a
lexical operation on the theta grid of the latt@not affect it (Reinhart & Siloni 2003).

(12) a. Jean considere Pierre intelligent
‘Jean considers Pierre intelligent’
b. Jean se considere intelligent
‘Jeansk considers intelligent’

Languages that set the Lex-Syn parameter to "lakido not allow ECM reflexives and
reciprocals (13a). They must use a reflexive elenerexpress the relevant meaning
(13b). This is because a lexical operation is bdorthe domain of a single predicate.

(13) a. *dan mitxaSev intiligenti.
Dan considers-Refl intelligent
b. dan maxsiv et acmo intiligenti.
Dan considerscc himself intelligent

This difference is expected in light of the Lex-$arameter. The lexicon contains lists
of items that are combined into phrases by theasynin the lexicon, there is no
relation whatsoever between distinct predicatesy @re distinct items on a list. Only
the syntax puts them together, merges them inttruetsre, thereby establishing a
structural relation between them. It is thus stiHmyward that an operation in the
lexicon is limited to a single predicate and itetéhgrid, and cannot involve two
predicates, as in the lexicon they are distinctiesntvhich nothing ties together. When
the operation is syntactic it applies after thenfation of syntactic structure, which
establishes a structural relation between dist@dtal items. It is thus not surprising
that a syntactic operation can affect thles of two distinct predicates that a structure
has put in a local configuration.

3.2.2 Nominalization

Lexical settings allow nominalizations of the ded predicate, while syntactic settings
disallow them. There are reflexive nominals showrefiexive morphology in MH
(14a), MSA (14b) and Hungarian (14c), while there o such instances in syntax
languages.

(14) a. hitraxcut ‘self-washing’
b. ?iytisal ‘self-washing’
c. mos-akod-as waglefl-nom ‘self-washing’



Assuming that nominalization takes place in theiclex (Siloni 1997, 2002), a
predicate derived by a lexical operation can bed use the input of nominalization.
Lexical operations can therefore feed the nomiaibn operation. However, when an
arity operation applies in syntax, there is no trtpunominalize.

3.2.3 Frozen Input

There are instances of outputs of lexical openatizvhose input alternate does not exist
in the vocabulary. For example, the MH reciproaahhitvakeaxargued' (15) does not
have a transitive counterpart. However, there arenstances of outputs of syntactic
operations lacking an input.

(15) dan ve-dina hitvakxu
‘Dan and-Dina argued’

The existense of an actual basic entry for a ddris@unterpart demonstrates cross-
linguistic variation. The MH decausative vdrigia ‘arrived’ has no transitive alternate
in the sense of ‘made X arrive’. However, the MS@rbvwas@al ‘arrived’ has a
transitive alternate ifaws@al ‘made X arrive’as shown in (16).

(16) haada I-maxluuqu la #Efu ma  lladi: 2awsalahu ?ila daalika I-makaani
this Det-creature not know what whichiveed-Causto that Det-place
‘This creature does not know what brought ko that place’

It has often been suggested that the lexicon ieslhtries that are frozen in the sense
that they exist in the lexicon but cannot be irestitto syntactic derivations, and hence
are not part of the actual vocabulary of the laggu@ghierchia 2004, Horvath & Siloni
2005, Reinhart 2000, among others). If frozen eatdre available in the lexicon, they
can feed lexical operations. In contrast, frozemies cannot feed syntactic operations
as they are not accessible to the syntax.

3.2.4 Semantic drift

Lexical predicates can undergo semantic drift, eberacquiring a new meaning,
alongside the original meaning or replacing it. Theeaning of a predicate is
compositional when it is created by some kind oérafion. A word can acquire an
unpredictable idiosyncratic meaning, which is nogler derived from the operation by
which it was created in the first place. Meanindswords can also be extended
creatively, or their meaning can change througinalbais, chiefly but not exclusively

® This sentence is taken from a narrative text amithy a native speaker of Algerian Arabic.



during language acquisition (Fortson 2003). For ngpla, semantically drifted
reciprocals are found in MH, Hungarian and Russlée verbvstrechat’sja('meet’) in
Russian also has the meaning ‘to go out on a datech is not shared by its transitive
counterpart. Horvath & Siloni (2005) argue thatmtecan undergo semantic drift only
if they are present in the lexicon. It automatigalbllows that lexically derived
predicates can drift, while syntactic predicatesstrkeep the original meaning of the
transitive verb, as they are not available in thedon. This is also attested with regard
to lexical causativization. Causative predicatesngle in such a way that they undergo
a semantic operation in which the agent of thedbaléernate is no longer agentive, or
at least not necessarily agentive. The new meaninggh these verbs receive, are
many so that one cannot generalize a uniform opetaHowever, they all share the
notion of an attempt to cause somebody to perfarmacaor help him/her do so.

Semantic drift is also attested in Arabic dictioesy where most causative verbs in
MSA have more than one meaning. The first is the pausative meaning, where both
arguments are agentive, while other meanings presifarent interpretations where

the original demoted subject need not be agentive.

(17) Semantic drift of MSA causative predicates

Basic Meaning | Causative Meanings
Entry
hamala | ‘carried’ | ?ahmal 1) ‘made someone carry’
2) ‘helped someone carry’
xafar ‘dug’ Pahfar 1) ‘made someone dig’
2) ‘helped someone dig’
tabi¢ ‘followed’ | tabbd&a, 1) ‘made someone follow someone’
Patb® 2) ‘joined two people together’
yaza ‘invaded’ | yazza,?ayza | ‘equipped to invadé’
3.2.5 Idioms

Horvath & Siloni (2005) observe that a predicate twabe present in the lexicon to give
rise to an idiom. Predicates formed in the lexican give rise to idioms not shared by
their transitive counterparts. The transitive aléde of the reciprocal verb (18a), for
example, has only a literal meaning (18b).

® | have not come across any evidence of a pureatimesneaning of this verb.



(18) a. nipages ba-sivuv.
will-meet(we) in-the-turn
‘Just you wait and see'
b. efgoS$ otxa ba-sivuv.
will-meet(l) you in-the-turn
'I will meet you at the turn’

It is also possible, however, for an idiom thatsiets of a lexically derived predicate to
give rise to an idiom that contains its basic en@iserve the following Hebrew idiom
and its alternates.

(19) a. Somer nafSo yirxak.
keeper soul-Poss stay-away-oneself
‘Shun it for dear life’
b. Somer nafSo yitraxek
keeper soul-Poss stay-away-oneself
‘He who looks after oneself will stay away’
c. Somer nafSo yarxik et acmo
keeper soul-Poss stay-away himself
‘He who looks after oneself will stay himsalfay’

In (19a), the idiom consists of the old Hebreweagif¥e verbyirxaq ‘stay away’ in the
future form. This verb has a morphological alteenat another prosodic template
hitraxek without a change in its reflexive meaning (198 addition, the transitive
alternate of this verbyarxik ‘make X stay away can feed the same idiom as
demonstrated in (198).This phenomenon is not attested with regard taasyic
operations. Syntactic predicates are not at allahe in the lexicon. They are inserted
as two place predicates and are formed in the syftitéollows that lexical reciprocals
can form their own idioms, but syntactic reciprecehn participate in an idiom only if
their transitive alternate does, as only the lagt@vailable in the lexicon.

3.2.6 Chain derivations

The output of lexical operations can feed furtlogrerations. Since the derived
predicate is part of the lexicon, it is still acsiéde and can undergo thematic
operations. The verhilbis ‘dressed’, for example, is derived from the tréwsiverb

" See §6.3 for ellaboration on the morphologicaratation

8 Observe the following examples:

(1) Somer nafSo yitraxek mi-burgmdhe who looks after himself will stay away from guman’
(http://www.ynet.co.il/Ext/App/TalkBack/CdaViewOp€&alkBack/0,11382,1 -3294349-2,00.himl

(2) Somer nafSo yarxik otam mimefi® who looks after himself will make them stayagmfrom him’.
(http://www.ynet.co.il/Ext/App/TalkBack/CdaViewOp&€alkBack/0,11382,L-3110832,00.html




lavas ‘wore’ by causativation. The output formlbisS is used as an input form for the

derivation of the reflexive fornhitlabe$® Anderson (1992) claims that a lexical rule
might presuppose the application of another lexogadration, but it is not expected to
presuppose the application of a syntactic rulegessuch rules do not apply within the
lexicon. The usual interpretation of such relatiohenformational presupposition is as
the relative ordering of the rules in question. icak rules apply to one another’s

output, but not to the output of syntactic ruleqplying this observation to the two

kinds of thematic operations, lexical operations e@ply in a chain, while syntactic

operations cannot. This chain derivation is notyveommon with regard to the

operations examined in this paper, but there anastances of such chains with regard
to syntactic operations. This is the same argumegarding nominalization as the latter
is considered a lexical operation that can be fay by the output of lexical operations
and not syntactic ones. Once a predicate is foroutside the lexicon, it is no longer
accessible to further arity operations.

(20) Chain Derivations in MH

Base 1 Derived Form 1 Derived Form 2
Base 2
hikpic ‘made X jump’ | kafac jumped’ | kipec ‘jumped repeatedly’
lavaS ‘wore’ hilbis ‘dressed’ | hitlabes ‘dressed oneself’
nam ‘slept nimnem ‘took a nap’ | hithamnem ‘took a short nap’

® hitlabe&could not be analyzed as derived frmvia$ as its reflexive meaning does not stem from lavas
but from hilbis. hitlabeS does not mearavas et acmo‘wore himself’ but hilbi§ et acmo‘dressed
himself’.

19 Some of the examples include the formation of efiéipe and diminutive verbs. Although | do not
account for their derivation in this paper, | beiethem to be co-related via lexical operationskéLa

2004).



4. The Verbal Systems of MSA, PA and MH
4.1 Data Sources

The MSA data are taken from narrative and expositexts produced or written by
native speakers of Arabic in the framework of seaesh project entitled “The impact
of L1 on advanced learner language: A cross-lstguistudy of spoken and written
usage” funded by a grant from the German-Israek&e$ Foundation (GIF) to Ruth
Berman, Tel Aviv University, and Christiane von t&vheim, University of
Heidelberg. Further data are taken from Wehr's ()} 9ictionary of Modern Written
Arabic,Wright (1889), Mahmoud (1991), Levin (199%adawi, Carter and Gully
(2004), Holes (2004) and Jastrow (2004). The PAadatthis paper are based on
recordings of native speakers of Palestinian AraDite subject is a student from the
Galilee village Rame, whom | recorded, asking betetl about her life and to describe
some events. In addition, | used recordings of 8speakers from Jaffa and two
speakers from Ramalldh.l am also relying on data provided by several kpes
whom | interviewed.

4.2 The Verbal Systems

The verbal systems of MSA, PA and MH consist ofspdic shapes called binyanim.
The binyan indicates the phonological shape ofvm, i.e. its vowels, its prosodic
structure and its affixes (if anyj.The phonological shape of a verb, unlike that of a
noun, is essential for determining the shape of dtieer forms in the inflectional
paradigm (see Ornan 1971, 2003, Ben-Asher 1972 B&/2, Schwarzwald 1974,
1981, 2000, 2001, 2002, Berman 1975, 1978, 198I6zRyp 1978, 1982, 1999, Bat-El
1989, 1994, Ravid 1990, 2003, 2004, Nir 1993,n@fb 1994, Fassi Fehri 1994,
Ephratt 1997,Doron 1999, 2003a,b, Borochovsky BbaA&001, Arad 2003, 2005,
among many others). A verb that does not conforrornte of the existing binyanim
cannot enter the verbal system. Therefore, evemywveeb that enters the language must

conform to one of the existing vocalic patterns.

| would like to thank Uri Horesh for providing ntiee data.
12 . . . .y . . .
The system of binyanim names verbs according ®® tthditional practice of associating the

consonantal root p/f , 1, with a vocalic template.



(21) MSA Binyanint®
Perfect | Imperfect
fatal ya-fisa/i/ul
fatgal yu-fe8 il
factal yu-fadil
raffal yu-fSil
tafafS<al | ya-tafdsal
tafaaal ya-tafa8al
tinfafal | ya-nfdll
tiftatal ya-ftail
tistaffal | ya-stafil

The verbal system of PA is morphologically lesshrtban the one of MSA. Some
Binyanim, such agaffal and Astaffal are not in great use. There are differences in the
morphology of binyanim between PA and MSA. Firkgre is no vowel in the prefix of
tafaafal andtafaal (e.g.tkarrak vs. tasarrak ‘moved’). SecondAnfafal, Aftafal and
Astafal do not begin with a glottal stop but with a vovesl PA does not require an
onset for every syllable.

(22) PA Binyanim
Perfect | Imperfect

fatal yi-f§a/i/ul
fatal ye-fa 9l
fasial ye-fadil
affal yu-fSil

tfagal ya-tfdisal
Tfadhal ya-tfa&al
infatal ya-nfdil
iftatal ya-ftail
istaffal ya-statil

(23) MH Binyanint*

Perfect | Imperfect
paial yi-ffa/ol
niffal yi-paicel
hifsil ya-fSil
pisel ye-fdel
hitpatel | yi-tpael

Following previous studies, | assume that pasdidnas syntactic (Horvath & Siloni
2005), while all other operations, in languageshsas MH (Reinhart & Siloni 2005)
MSA and PA (Laks 2004) are lexical. (24) demonssahe possible lexical operations
in MSA with their morphological manifestations.

3 This does not include inflectional pronoun sufixevhich are concatenated to the stem for subject
agreement.

4 The relevant distinction between the two formspist and future, rather than perfective and
imperfective. However, | use the latter terms idesrto keep the terminology consistent with MSA and
PA forms.



(24) Lexical operations in MSA

Base | Derived form |

a. Causativization

ragas ?arqas ‘danced
raqgas

labis labbas ‘dressed’

b. Decausativization

kasar ?inkasar ‘broke’

rawqgd waqd fell

c. Reflexivization

mas3at tamas3at ‘combed’

?aslam ?istaslam ‘gave in’

d. Reciprocalization

katab kaatab ‘wrote’

gaatal tagaatal ‘fought’

Passivization in MSA can apply to every transitwagb. A passive predicate is formed
by changing the vocalic pattern of the transitiverby regardless of its prosodic
structure.

(25) MSA Passivization

Base | Derived form |
a. Perfective form
kasar kusir ‘broke’
sadad sufid ‘helped’
rarsal ?ursil ‘sent’
tanaawal tunuuwil ‘handled’
?intaxab funtuxib ‘elected’
tistagbal tustuqgbil ‘welcomed’
b. Imperfective form
yaksur yuksar ‘break’
yusa&id yusagad ‘help’
yursil yursal ‘send’
yatanaawal | yutanaawal | ‘handle’
yantaxib yuntaxab ‘elect’
yastaqgbil yustagbal ‘welcome’

All the lexical operations in MSA also exist in B26).

(26) Lexical operations in PA

Operation Base Derived form
Causativization mad madd‘a ‘signed’
Reflexivization xabba txabba ‘hid’
Reciprocalization| gatal gaatal ‘fought’
Decausativization farreh firih ‘made X happy’
kasar inkasar ‘broke’

There is a difference between PA and MSA with rédarpassivizatiol?. The passive
forms exhibited in MSA do not exist in PA. Passiarbs in PA are formed in the
infacal andtfaffal binyanim. The base form affafal passive verbs are restricted to

15 See also Rosenhouse (1991/1992).



verbs of fafal (27a) , while passive verbs tfaffal are restricted to forms daffal
(27b). The morphological shape is used both fosipasverbs and other predicates
such as decausatives, adgafal and tfaffal are also the output forms of lexical
operations.

(27) PA Passivization

a. b&a - inbdfa ‘sold’
b. dallah = ts'allah ‘“fixed’

MH also demonstrates the four lexical operations.

(28) Lexical operations in MH

Base | Derived form |
a. Transitives/Unergatives> Causatives
rakad hirkid ‘danced’
xatam hextim ‘signed’
b. Transitives - Decausatives
Savar niSbar ‘broke’
hirgiz hitragez ‘upset’
hikpi kafa ‘froze’
c. Transitives 2> Reflexives
raxac hitraxec ‘washed’
sirek histarek ‘combed’
Sataf niStaf ‘washed’
d. Transitives = Reciprocals
katav hitkatev ‘wrote’
pagas nifgas ‘met’

MH passive forms are productive in two prosodicpgsgpufal andhuffal.

(29) MH Passivization
hiSlix > husSlax ‘threw’
tipel - tupal ‘handled’




5. A Word-based Analysis of the Data

The derivation of one verb from the other can hwdeid into three types of morpho-
phonological processes, which can co-occure indenation.

5.1 Melodic Overwriting

The syntactic operation of passivization is mastdd segmentally by melodic
overwriting. In MSA, the vocalic pattern of everansitive verb is changed intei in
perfective forms and inta-a in imperfective forms. When the verb exceeds the
minimal word size (a binaric foot), one of the vdsvef the passive pattern spreads to
the rest of the syllables. Melodic overwriting irS/ takes place in a different pattern
with respect to perfective and imperfective forinsthe perfective form, the last vowel
of the stem changes td 4nd the preceding one t@./ The U/ spreads to the preceding
syllable.

(30) MSA perfective forms: Melodic Overwriting
u i

7

?is tag bal ‘met — Pustugbil ‘was met

In the imperfective form, the first vowel turnsont/ and the second one int@&@ which
spreads to the rest of the word.

(31) MSA imperfective forms: Melodic Overwriting
u a

yas taq bil ‘meet —» yustagbal ‘is met’

The data in (30) and (31) raise a question witram@go the different direction of
spreading in the perfective form and in the impane form. | assume it stems from
the difference between the imperfective prefixeg.(éya/ in yastagbi) and the
syllable added to some of the perfective forms. (¢ in Astagba). The occurrence
of the former is not phonologically conditioned Wehihe occurrence of the latter is (see
85.3), hence the syllables that are added to thkeqie forms are not considered
prefixes. The vocalic pattern of the passive vaissociates with the first two inherent
syllables of the form; the rightmost vowel of thecalic pattern spreads to the right.
The epenthetic syllable is not inherent, and thes \tocalic pattern skips it in its
association, but then the leftmost vowel of thegratspreads to the left.



In MH, most passive verbs are luffal and pufal forms, which contain only two
syllables'® Thus, no spreading takes place.

(32) MH passivization

a.

I f

hiS lix ‘threww ——— > hudax ‘was thrown’
b.

I f
Si  per ‘told ——— supar yas told’

The relations between active predicates and thassipe counterparts exhibit only
melodic overwriting; the prosodic structure in bditrms is identical and thus

vacuously assigned. Melodic overwriting does nebive reference to the consonantal
root (Bat El 2002) as it operates directly on ttears

Melodic overwriting is also demonstrated in lexic@lerations. The Mhpi fel form is
formed by melodic overwriting gfafal, where the vocalic pattern changes frarato
i-e (e.g. the alternatiogadal-gidel‘grow-raise’).

5.2 Prosodic Circumscription

The most challenging morphological processes awsethnvolving alternation in the
prosodic structure, which amount to geminates ingple consonants and long vs. short
vowels. McCarthy and Prince (1990) suggest an arglywhich circumvents the
problem of transfer with regard to MSA broken plsra’o derive the plural from the
singular, they posit a rule of positive prosodicemscription that isolates the leftmost
moraic foot of the singular base and maps the cistwibed material onto an iambic
foot template. The residue is added to the iamdwt &nd melodic overwriting follows
as well (33).

8 MH passive forms are also found in binysffal. The derivation of the latter does not demonstage

same pattern as other passive forms. | claim nifdal passive forms were lexicalized and that their
derivation with regard to new verbs is not prodieiisee 87)



(33) Derivation of broken plural in MSA
Singular Form: maktuutetter

Prosodic Circumscription: Base- maky(u) Residue- tuub
Mapping: [makup]tuub
Melodic Overwriting {ai}: makaatibletters’

McCarthy (1993) extends the circumscription analys the verbal system. He
suggests a rule of negative circumscription. Thig extracts a prosodic unit, which
consists of a moraic syllable, from the simple vkdbab ‘wrote’ and adds a mora
prefix to the residue.

(34) Derivation okattabfrom katab

Base: katabwrote’
Negative Circumscription:  <ka>tab

Prefix L. <ka>|L tab
Spread L: <ka> ttab
Output: kattatwrote-Caus’

The reciprocal form is derived in a similar waystiead of gemination, the first vowel is
lengthened and occupies the position of a new mbn& distinction between the
derived formskattab (34) andkaatab(35) is attributed to the direction of spreading b
which the inserted mora is filled.

(35) Derivation ofgaatal from gatal

Base: gataffought’

Negative Circumscription:  <qga>tal

Prefix L. <ga>\l tal

Spread R: <ga> atal

Output: gaataltought-Reciprocal

The ¢i)ftacal binyan is derived from fal by circumscription that is manifested by the
infixation of the consonant// As demonstrated in (36), the first consonantefbase

ly I is extracted and a mora slot is added to thielues The consonant /t/ is inserted
and fills this slot. The vowel and the glottalstre concatenated in order to prevent a
word initial consonant cluster and a syllable withan onset (see 85.3).



(36) Derivation of ?iytasal fromyasal

Base: yasal ‘washed’

Negative Circumscription: >asal

Prefix L. <y>U asal

Insert /t/: ¥> tasal

Output: ?i) ytasal'washed-Reflexive’

The circumscription analysis relies directly ore thotion of a word and a lexeme
(Aronoff 1976). Contrary to the root-and-templatelgsis, one can identify morpho-
phonological elements which mark the derivatiog, a.long vowel for reciprocal and a
consonant for the causatives. Note that this amalgsanifests a high degree of
idiosyncrasy. The direction of spreading, the amsaribed unit and and the affixation
(to the circumscribed unit or the redisue) are &mygpecific. As | will show in 86.1,

such idiosyncrasy is typical to processes thatyajppihe lexion.

5.3 Affixation

Some binyanim are derived from others by adjoirangyllable or a mora to the left
edge of the base. The addition can invoke a chemte internal prosodic structure of
the base, in addition to the external one. MSA &mgaffal is derived by adding the
prefix /7a-/ to the fafal form. The first vowel of the stem is deleted irder to
preserve the prosodic shape of a binary foot, terradtively, to avoid the sequence of
two light syllables, resulting in th#affal form (37).

(37) MSA affixation and vowel deletion

?a-Sarab—> ?asSrab‘made X drink’

Thetafx<al andtafagal binyanimare derived fronfaffal andfaafal respectively by
adding the prefix ta-/. In this case, a syllable is added to the skermits internal
prosodic structure does not change. As opposeldetdormation ofZaffal, there is no
vowel deletion as it would result in a tri-consotarcluster (taffal). The Anfafal
template is derived frorfafal by affixation of /. An epenthetic vowel is then inserted
in order to prevent a consonant cluster in wordiahposition and a glottal stop is
inserted preventing a vowel initial syllable. THstaffal template is derived by
affixation of the prefix ¢ta/. An epenthetic vowel and a glottal stop are riteskfor the
same reasons explained with regarddtdafal. The first vowel of the stem is deleted
as noted forZaffal. Similar patterns occur in the derivation of savfid and PA forms.



5.4 Combination of Morphological Processes

The derivation of one verbal form from another sametimes involve more than one
morpho-phonological process. The reciprocal waraa a% ‘thrusted each other’, for
example, is derived from the veratas ‘thrusted’. In this case, tHafal template,
which lacks prefixes and long vowels or consonastsyes as the base for the
derivation of thetafafal template. This derivation is performed both byafion of
lta-/ and by prosodic circumscription, resulting ir tlengthening of the first vowel of
the base form. The derivation of the MH binyatpafel involves both affixation of the
prefix hit-/ and changing the first vowel of the stem if bese form ipi fel (e.g.pileg

— hitpaleg‘split’) and changing both stem vowels when theé&pafal (e.g.sagar-
histager‘closed’).



6. The Morpho-phonology of Arity Operations

While some operations are universally lexical (egrausativization) or syntactic (e.g.
passivization), there are operations such as tigiation and reciprocalization, which
demonstrate cross-linguistic variation. This vaoiatcan be explained on the basis of
the component of the grammar where the operatikestalace. There are languages
such as MH, MSA and Hungarian whose parametertigoseexicon’, while there are
languages such as French and Romanian, whose parameet to ‘syntax’. In 83, |
presented a cluster of syntactic-semantic featuvbgsh is determined by the value of
the Lex-Syn parameter (Reinhart & Siloni 2005)rdwe that the Lex-Syn parameter
has morpho-phonological consequences as well; tmeegparameter value is set, a
cluster of three morpho-phonological propertiesofes: intrusiveness of the morpho-
phonological process, directionality and predidtgbi

6.1. The Morpho-phonological Properties
6.1.1. Intrusiveness of the Morpho-phonological Preess

In morpho-phonological terms, lexical and syntaciperations differ in the degree of
intrusiveness of their morpho-phonological mandésh. Based on the observed
morpho-phonological alternations, | define a hielngrof intrusinvess for the observed
processes.

(38) a. _Intrusiveness evaluation
i. The higher the level of word structure manipedha the greater the degree
of intrusiveness
ii. The more levels manipulated in one opergtihe greater the degree of
intrusiveness.

b. Hierarchy of Intrusivenes§) is more intrusive than (ii)
i. Prosodic modification of tem- (1) is more intrusive than (2)
1) External modification: addition or deletion gflables - affixation
2) Internal modification: modification of the inteal prosodic
structure - prosodic circumscription
ii. Segmental modification of theratemelodic overwriting

The hierarchy of intrusiveness correlates with stracture of the phonological word.
The modification of the prosodic structure, inchuglisyllables and moras, is more
intrusive. | thus consider processes, which addlelete moras or syllables, more
intrusive than processes which only alter the segah@epresentation. Processes such
as affixation and prosodic circumscription manipelléhe structure of the prosodic
word. Affixation adds syllables to the word, whdecumscription turms one syllable



from light to heavy by adding a mora slot. Thisrarehy is also perceptually grounded,
since the prosodic structure is more perceptuatigessible than the segmental
structure, and thus an alternation in the prosetfiecture is more intrusive. Studies in
language acquisition suggest that prior to speacddyation, children can perceive
prominence contrast among syllables within wordsngavini et al. 1997) as well as
among words within a phonological phrase. Christoph al. (submitted) argue that
children employ this capacity in setting the headiplement parameter in their target
language, which later facilitates the acquisitionwords. Perceptual studies with
infants provide information about the psychologiclity of prosodic information for
infants by demonstrating their sensitivity and ratiteeness to the prosodic organization
of the speech input. Furthermore, prosodic packpgmay provide the type of pre-
categorization that allows the infant to segmemt ithput in a way that makes the
discovery of syntactic constituents more likelygdzk and Kemler Nelson 199@h
addition to the segmental—prosodic distinction,thenber of changes that occur within
the base plays a role as well. Derivations thablwesr more than one process, for
example, affixation and circumscription, are alemsidered intrusive.This is because
the more processes apply, the more dissimilar ripetiand the output are. Melodic
overwriting applies to the segmental level onlyinitolves changing the quality of the
stem vowels without changing its prosodic shape @sntherefore considered less
intrusive.The most prominent processes that cheniaetthematic operations in MSA
and Hebrew are shown in (39).

(39) Types of morpho-phonological processes in MBA Hebrew
Type of Operation | Base | Derived form |
a. Prosodic circumscription:
MSA causativization | hamal hammal ‘carried’
MSA reciprocalization | katab kaatab ‘wrote’
b. Affixation:
MSA decausativization | yalag ?inyalaq ‘close’
MSA reciprocalization | gaatal tagaatal ‘fought’
c. Affixation and Prosodic Circumscription:
MSA reflexivization jahil tajaahal ‘was ignorant’
MSA reciprocalization | mada tamaada ‘praised’
d. Affixation and Melodic Overwriting:
MH reflexivization sirek/serek h_istarek :Combed,'
raxac hitraxec washed
MH reciprocalization nisek hitnaSek ‘kissed’
MH causativization xatam hextim ‘signed’
MSA decausativization | ya??as y&is ‘became desperate’
e. Melodic Overwriting
gaddam quddim ‘handed’
MSA passivization ?intaxab funtuxib ‘elected’
tanaawal tunuuwil ‘handed’
MH passivization hifkid hufkad ‘deposited’




The correlation that emerges is that syntactic atpers involve lower morpho-
phonological intrusiveness than lexical operatiddassivization, which is syntactic,
involves melodic overwriting (39e). In contrastetbther arity operations, which are
lexical, also involve the addition of moras or aples via prosodic circumscription or
affixation or both. Moreover, passivization invatvenly one morpho-phonological
process, while lexical operations can involve mthran one process (39c-d). Each
process, which applies in the syntax, can alsoyajppthe lexicon, but there can be a
process, the least intrusive one, which appligheénsyntax but not in the lexicon. There
is no evidence for the latter in MH, PA and MSAt there is evidence for the forner.
Melodic overwriting, the least intrusive procedse(fowest level in (38b)), applies in
both the lexicon (40s well as the syntax (415

(40)  Melodic Overwriting in the lexicdfi
lamad ‘studied’ > limed ‘taught’
rakad ‘study’ > riked ‘danced repeatedly’

(41) Melodic Overwriting in syntax (passivization)
siper ‘told’ - supar ‘was told’

hifkid ‘deposited” >  hufkad ‘was deposited’

Passivization in MH is manifested in the alternatad hif fil andpifel to huffal and
pufal respectively. The only change which occurs is girepthe melodic pattern o

a in both binyanim. The same pattern occurs in M§&Aere every transitive verb can
turn into a passive by changing its vocalic patt®&ate that the same vocalic pattern
applies in all MSA passive forms regardless ofgh@sodic structure of the active base
form, i.e. the number of syllables or their weigithen the base consists of a long
vowel, e.g.faalaj ‘took care of’, it remains long in the derived pas form and only
changes tou in fuulij ‘was taken care of’. When the base contains mioa@ two
syllables, e.gAqtaras ‘suggested’, one of the vowels of the passive dielpattern
spreads to the remaining syllable, formidgjturiz ‘was suggested®

7] assume there could be a language with a stigbibtbmy between the morpho-phonology of the two
types of operations.

8 There are several verbs iuifel whose passive form is in binyahitparel, e.g. kibel-hitkabel
‘recieved/accepted’ andjila—hitgala ‘discovered’. For some reason, these verbs do hate a
corresponding form in theufal template (Yula). | view them as an idiosyncrasy and | believe thase

passivehitpafel forms are lexicalized.

¥ The lamad = limed derivation could be analyzed as causativizatiohilemhe rakad = riked one
could be regarded as some modification of the thienfeatures (Laks 2004). Although | do not account
for these specific operations in this paper, |dadithat in both cases the theta grid is manipdilatel
they are therefore considered lexical.

2 See §5.1 for discussion of the direction of spiread



It should be pointed out that | do not claim there is a finite dichotomy between the
morpho-phonology of lexical and syntactic operatidRather, it is a matter of relativity
that is dependent primarily on the morphologicabparties of a language. Passive
forms in PA are less common compared to MSA, betfthms that do occur are only
in theinfafal andtfaffal binyanim, derived only fronfiafal andfaffal respectively.
Affixation is considered relatively intrusive as atlds a syllable to the stem. PA
passivization demonstrates the same level of imMensss as some lexical operations
such as decausativization (42), as both operatiomdve affixation. | argue that there
is an internal hierarchy of intrusiveness withie firosodic level (38b). Adding a prefix
or a suffix is less intrusive than prosodic cir@amiption, as the latter is more intrusive
to the structure of the stem of the base. In diffixa the internal structure of the stem
remains intact, while in prosodic circumscriptiardoes not; one of the syllables turn
into a heavy one. Furthermore, the process of giosorcumscription involves three
stages: a circumscription of a unit, insertion wfeanpty mora slot and spreading of an
adjacent vowel or consonant to this slot. The spatern applies in degemination only
in a different direction, which | account for in1&. Affixation, on the other hand,
involves one stage only, i.e. adding an externiélishe or mora, with its full segmental
representation, to the base.

As PA does not demonstrate the least intrusive gg®®f melodic overwriting, it
applies the least intrusive level of prosodic ifége¥nce to the base form. Moreover,
some lexical operations in PA demonstrate a hidgnezl of intrusiveness where their
morpho-phonological manifestation is concerned.il@iy to MSA, causativization is
performed via negative circumscription (42).

(42) Types of morpho-phonological processes in PA

Operation | Base | Derived form |

a. Prosodic circumscription:

Causativization daras dargas ‘studied’ > ‘taught’
Reciprocalization katab kaatab ‘wrote’

b. Affixation:

- labbas tlabbas ‘dressed’
Reflexivization yassal tyassal ‘washed’
Reciprocalization gaatal tqaatal ‘fought’

—— katab inkatab ‘wrote’
Passivization sallah tallah fixed

As shown, the Lex-Syn parameter allows various «iofl processes to take place
within the lexicon. In contrast, syntactic operatioare restricted to less intrusive
morph-phonological processes.



Further evidence for this difference in intrusivenés manifested in the productivity of
some of the MH binyanimhif fil, pifel and hitpafel are more productive thamafal
andnif fil. Productivity here is measured on the basis of cewing (Bolozky 1978).
According to Bat-El (2002), ihif fil, pi fel andhitpafel, the phonological shape of the
perfective (past) form is minimally but still sudfently different from the imperfective
(future) one. The future prefixes, recognized bgakers as limited to imperfective
forms, are eliminated in the perfective form. Whkea perfective form has a prefix, it
takes the position of the future preftxf(fil andhitpafel), otherwise the future prefix is
ignored. The phonological simplicity of the inflewtal relations within these binyanim
in demonstrated via the absence of alternatiohenprosodic structure. Moreover, the
lack of prosodic alternation allows the stem comsws to occupy the same syllabic
position in both perfective amd imperfective forn&uch preservation of prosodic
position is not found ipafal andnif fal.

6.1.2. Directionality

The syntactic operation of passivization is mamge@snainly by changing the vocalic
pattern of the active verb. Passive verbs demdestraiformity with regard to the
guality of vowels, as they all share the same vogattern. On the assumption that
passivization is syntactic, the formation of passrerbs is post-lexical. The outputs of
syntactic operations are not listed in the lexideerce they are not available as basic
entries?* Thus, the relationship between the active andiym$srms is unidirectional.
The morphological shape of the active verb is theeband the passive one is derived,
followed by a regular change of the vocalic pattditme picture is different with regard
to some lexical operations presented in (43):

(43) MSA Causativization and Decausativization

Lexical Operation Base Derived form
a. Causativization ragas ‘danced’ ?a-rgaé ‘made X dance’
b. Decausativization | ?a-wqd ‘caused Xtofall | waqd  ‘fell

Following Reinhart & Siloni (2005), | assume thlaé tunergative-transitive alternation
(43a) and the transitive-decausative one (43b)demeved by two distinct lexical

operations, as each is limited in a particular (&8e 83.1.3)In (43a), the causative
form is derived fronfafal, resulting inZaffal, while in (43b) the output i&afal and

L By ‘not listed in the lexicon’ | refer to the noti that the output forms of syntactic operatiores rat
stored in the same manner as the output formsxafdleoperations. Passive verbs can be considered t
be formed every time they are used, though it ssibe that frequently used passive forms are @dtore
The issue of frequency-based storage is beyonskcityge of this paper.



the input isZaffal®’. Both binyanim serve as a base form and as aatkfivrm. The
same pattern of bidirectionality can be found in K4H4).

(44) MH Causativization and Decausativization

Lexical Operation Base Derived form

a. Causativization @ad ‘marched’ hic?id ‘made X march’
b. Decausativization | hitbidcaused X to drown’ | tava  ‘drowned’

In (44a), thepafal form serves as an input, while in (44b) it is kil form. MSA and
MH demonstrate bidirectionality in théafal-7affal and pafal-hiffil derivations
respectively. How can one account for the two djpmma, using both forms as inputs
and outputs?

This alternation can be explained in terms of pgracaccessibility. | will make a short
digression in order to present this issue. SineeNkRogrammarians’ work on sound
change in the nineteenth century, it has been rezed that many exceptions to the
regular phonological processes can be explainedoroposing that paradigms of
morphologically related words influence each othgronunciation (van Marle 1985,
Dowing, Hall and Raffelsiefen 2005). A paradigm eegses the ways in which
linguistic entities may be mutually connected. Laages demonstrate various cases,
where a phonologically motivated alternation doed apply in order to achieve
paradigm uniformity. For instance, many adjective€nglish are formed by adding
the suffix fable to a verb. In some cases, stress shift is metivat order to avoid a
string of stressless syllables longer than two, g affixation of /able to discipline
should yielddisciplinable However, the prevalent form in actual usdigiplinableas

it achieves paradigm uniformity with regard to streln the paradigmdfscipline,
disciplinablg stress is uniform as it is on the same syllalleboth forms (Steriade
2000). The accessibility to other existing formsanlanguage plays a role in the
derivations in (43) and (44). | argue that as lasgthe operation takes place in the
lexicon, the morphological system has access ttesltal forms. Consequently, it can
derive one form from the other, applying to theibamntry listed in the lexicon, in
accordance with the relevant thematic operation.eiVhcquiring a language, the
speaker is exposed to the derivation of such pgmaglii.e. simple-to-complex form
derivations and vice versa, s/he can implementthesivations on new predicates s/he
encounters. Previous analyses of MH show that phél forms are the least
transparent semantically of all binyanim (Horva#81). This is the case with regard to
MSA fafal (McCarthy 1993) as well. Phonologically, both @nym have a high

22 See also Hapelmath (1987, 1993) for discussidghenfssue of directionality and Bolozky & Saad
(1983) and Saad & Bolozky (1984) for discussioirdbic causativization.



degree of exceptionality and are therefore likedyndidates for lexical specification
(Horvath 1981, Ussishkin 2000, 2003). However, wheing into consideration the
thematic relations between pairs of binyanim, saslpafal andhiffll, one has to
assume that both forms can be lexically specifeed@ll as lexically derivedAdopting
this bidirectionality analysis entails that morpblmenological processes such as
affixation and prosodic circumscription can apphythe opposite direction as well,
resulting in processes such as vowel shorteninggrdeation and deletion of affixes.
In (44a), for example, the derived predicate isrfed by the affixation ofi-/ and the
deletion of the first vowel of the stem, while #4p) it is formed by the deletion of the
prefix and the insertion of the vowel/ /after the first consonant. Since speakers have
lexical access to paradigms of such derivatiorsy tise the morphological mechanism
in both directions; they can construct thafal form by adding the vowekl/ to the
derived form.

To conclude, lexical operations demonstrate bitivaeality. Although this does not
occur with regard to all operations, when it doesuo, it is restricted to lexical
operations. Passivization, in contrast, demong&rataidirectional relations. This
approach intertwines with Aronoff's (1976) viewtbk lexicon as a system of relations
that can actively generate new words. This alspaug the claim that there is no one-
to-one relation between form and meaning with régaprosodic templates.

6.1.3 Predictability

The derived forms of syntactic operations can lslyearedicted, as the only change
that occurs is the vocalic pattern. Each of thesipastemplates in both MH and MSA
are restricted to a single corresponding binyawhrich their transitive counterparts are
formed. This is not true for the templates whicadféexical operations, as there is no
one-to-one relation between pairs pf binyanim. Tieweg such as Midufal andhuffal

do not have an independent existence; they seiyeasrthe passive form qi fel and
hiffil respectively.In contrast, the morphological output of lexicaleogions is
unpredictable, as most operations have more thampossible input and output binyan.



(45) MSA possible input/output binyanim

(46)

Lexical Operation Input O_utput Examples
Binyan Binyan
tagal ?infafal kasar -> ?inkasarbroke’
__________________ fftafal | nedar > Rintabar'scattered’
L farrag -> tafarragseparated’
% becausalivization  feftal | tafd¥al | passan - tehassanimproved
affal | fefal | rasqat > saqat ‘el
faal tafagal laaSa -> talaaSabecame extinct’
. fattal Sarab - Sarrabdrank’
b. Causativization | fafal 2afal ragas - ?argasdanced’
fafal | tiftafal | rafelf > ?irtafef fifted
c. Reflexivization fassal taf&sal jammal > tajammalmade pretty’
?affal ?istaffal ?afadda~> ?istefaddaprepared’
fassal tafasal S'aaldh > tasaaldé ‘made peace’
d. Reciprocalization | fafal | fagal | qatal > gaatatought
fasal tafagal madda -> tamaadh ‘praised’
MH possible input/output binyanim
Lexical Operation I_nput Qutput Examples
Binyan | Binyan
pafal hix?is - katas ‘angered’
hifSil nifsal hivhil = nivhal ‘frightened’
hitparel hirgiz - hitragez ‘became upset
a. Decausativizationf-----------1----2--------4--- R T R
. paal simeax—> samax ‘was happy’
pitel hitpagel | 9S> hitrages ‘excited
pafal | niffal | haras - neheras ‘ruined
hifsil xatam > hextim ‘signed’
b. Causativization | pefal pisel lamad - limed  ‘studied - taught’
Saxan > Siken ‘settled’
hitpafel | raxac > hitraxec ‘washed’
pasal paras - hitpares ‘spread’
nifsal Sataf >nistaf ‘washed’
c. Reflexivization | Pifel | hitpatel | serek > histarek ‘combed”
hifsil . hiSkiv 2> niSkav  ‘lay down’
T AL hisgin > nisgan eant
e . higniv = hitganev ‘sneaked’
hiftil hitpatel herim - hitromem ‘lited’
ol hitpafel |laxas > hitlaxeS Whispered
d. Reciprocalization paa nifsal pagas-> nifgas met
pitel hitp&el | nNiSek > hitnasek kissed’




As demonstrated in (45) and (46), there are sewemrabinations of input and output
forms for the same lexical operation. When the dasa of MH decausativization is
hif il , for example, its derived counterpart can beaffal, nif fal or hitpafel. There is
no phonological or semantic basis explaining wteydkecausative counterparttofgiz
‘made X upset’ ihitragezand notnirgaz, while the decausative counterparthofhil
‘frightened’ is nivhal and nothitbahel (46a). As stated in 86.2, the morphological
system has access to paradigms of lexical opegrtiOnce a speaker is exposed to a
sufficient number of such paradigms, s/he can dedifferent input forms from
different output forms. Such a mechanism involvéditeonal morphological processes
to the ones discussed in 85. Deriving binyaffal from binyanhiffil, for example,
involves the changing of the prefix and melodicrexrding.

There are some common paradigms for each lexiaatipn, but these paradigm are
not restricted to a single opeartion. The Miffll-hitpafel paradigm serves for
decausativization (46a) and reflexivization (46he MSA faafal-tafaafal paradigm
serves both for reciprocalization (45d) and destwigation (45a). Although the
former is much more common, these pardagims ofdnimy are not restricted to one
meaning and can feed several thematic operations.

There are several verbs in the MH binyaiffil which do not undergo any
morphological change as a result of decausatiwzafihe verthexmir‘make/become
worse’, for example, is manifested both as a tteves(47a) and a decausative predicate
(47b).

(47) a. ha-raav hexmir et macavo
‘the starvation made his condition worse’
b. macavo hexmir
‘his condition became worse’

Further examples for this pattern are presentéd@n
(48) Non-alternating morphology of decausativigathivri ‘made/became healthy’,

hiSmin ‘made/became fat’, hitnia ‘started a cali$xir ‘made/became black’,
?acar ‘stopped®

% The decausative meaning alternates wéfecar.



The lack of morphological alternation provides et evidence for the variey of
combinations of input-output relations resultingnfr lexical arity operations. Unlike
passivization, which demonstrates one-to-one m#latibetween bases and derived
forms, lexical operations occur in different shapgsis also supports the claim that
there is no complete match between form and meanmithgregard to binyanim. Binyan
hif fil, for example, is traditionally regarded as a causdorm (Gesenius 1910). While
it is indeed the unmarked binyan for causativiza{@.g.hextim‘made X sign’), it does
exibit all kinds of predicates such as PP-takindsédhikSiv ‘listened’), transitive verbs
(hirgiz ‘upset’) and decausativelsiyri ‘became healthy’).

Verbs that are derived via lexical operations dasre more than one meaning, i.e. the
same form is used as the output of more than oagatipn. This is rather common for
hitpafel verbs (Siloni, to appear). For example, the ttaressiverb Arbev ‘mixed’ has
both reflexive (49a) and (49b) decausative altesyaboth sharing the same form
hit Zarbev

(49) a. keday Se-fiirbev ba-kahal
‘you should mingle (mix yourself) within the craiw
b. ha-tavlinim hitarbevu
‘the spices became mixed’

The MH and MSA templates of passive verbs, howeaes, mostly restricted to their
passive meaning.

Observing the verbal systems of the three langydigesmpossible to predict whether
a particular stem will or will not occur in a givdninyan. The systems have a large
number of accidental gaps (Horvath 1981). This sugphe claim that the alternation
of binyanim is lexical as it represents lexicalrtfaic operations. Such operations are
subject to gaps and suppletion. It is importarpdint out that | do not claim the input-
output possible forms of lexical operations araltgtfree. There is a limited set of
forms for every operation, e.g. there would be eftekive or reciprocal predicate in
binyan Anfafal in MSA or in binyanpifel in Hebrew. | do, however, argue that this
set of options is much more varied in comparisat Wie one of syntactic operations.

%4 There is, however, a group of decausative verlis aspassive morphology, elgiksamderived from
hiksim‘charmed’ anchufta, derived fromhiftia ‘surprised’. Landau (2002) argues that they hanlg a
decausative interpretation and labels them ‘fakssjves’, while Meltzer (2005) suggests that they a
ambigous and also share a passive meaning. As mo§&dl1.1, melodic overwriting is not restrictexd t
syntactic operations.



6.2. Summary and Implications
The following table summarizes the differences leetwvthe morpho-phonology of the
two kinds of operations as discussed above.

(50) Morpho-phonological properties of syntactic dexical operations

Syntactic Lexical
Property Operations Operations
Intrusiveness Limited to less All degrees of intrusiveness

intrusive processes

Bidirectionality, no regular
Unidirectionality | template for a specific

Directionality operation

Unpredictable, variation of
Predictability Predictable forms

Lexical operations are characterized by bidirectiy, low predictability and a wide
range of intrusive morpho-phonological processesointrast, syntactic operations are
predicatable, unidirectional and are limited tcatekly less intrusive morphological
processes. The properties Directionality and Ptalility are independent although the
data examined in this paper show that they oveilags overlapping results from the
one-to-one relations between active and passivesyvéhese realtions in MSA and MH
are both unidirectional and predictable, as eadlydn has a single passive template.
One could hypothesize, however, a language, whexee twould be no overlapping
between these two properties. It could have beanldixical operation, which involve
other morphological processes would be more praliet so that one would know
which binyan corresponds to which binyan (evenidebctionally), but this is not the
case with regard to the three languages | obsefvesingle binyan may be
derivationally associated with a few binyanim.

The syntactic morphology is always predictable sigédy. The lexical morphology is
less predicatble, but there are different degrdepraductivity within the different
thematic operations (Laks 2004); decausativizatapplies more frequently than
reflexivization, while the latter is more produeithan causativizatiofi.| contend that
the more productive the lexical operation is, tharemt is exposed to low predictability
and to variation. | suggest that this is becausenwhn operation applies more
frequently within a component that is subject tegularities — the lexicon — there is a
greater chance that alternations will take place @wat different forms will emerge.

% See §8 for a separate discussion of productifityperations.



Thus, decausative verbs appear in more binyanim tb&lexives, reciprocals and
causatives as the latter three derivation is lesson.

The analysis provides support for favoring stem ification over root extraction. If we
assumed root extraction, there would be no way xpla;m morpho-phonological
differences between lexical and syntactic operati®oot extraction would apply in all
operations, mapping the consonantal root to differecalic templates, which may
consist of affixes. Root extraction could not expléor example, why in many cases of
syntactic operations, the root of the base is mappe template that differs from the
base only in the quality of its vowels, while iretbase of most lexical operations, a
root is mapped to different templates that can differ from the base in the weight
and number of syllables, in addition to the quabfysome of the vowels. Such an
analysis gives further rise to a surface-baseduatcan which forms are derived from
actually occurring words, rather than a system hictv forms are derived by relating to
an entity that never occurs in isolation on thdasia (Ussishkin 1999, 2000, 2005).

The differences in the types of morphological psses that thematic operations
manifest do not necessarily intertwine with regarthflectional processes - e.g. tense -
that apply in syntax. In the three languages | wlisc the morphonology of
passivization is not the same morphology of infta@l processes although both apply
in syntax. Inflectional processes, which are rehvfar syntax (Anderson 1981) are
predictable in their morphological manifestationhefe are, however, gaps and
idiosyncrasies in syntax as well (e.g. Englishgular past verbs) and there does not
seem to be a complete dichotomy between the typegraresses that apply in
inflection and the ones that characterize lexiqarations. Affixation, for example
applies in both cases, e.g. perfective-imperfealeevation. Prosodic circumscription,
on the other hand, applies only in the lexicon.-Bat(2004) shows that MH
reduplication applies only in the lexicon. Procesdbat involve only melodic
overwriting apply mainly in syntactic operationsjtbonly in thematic ones. The
motivation for the differences | discuss is to idigtiish between the two types of
thematic operations. Such a distinction helpsrstti parametric choice and facilitates
acquisition. The morphology of inflectional processs irrelvant for this choice.

The analysis proposed raises questions with regatte role of morpho-phonology
and its location and application with respect toeotcomponents of the grammar. The
observed differences between passivization and thleenatic operations challenge the
theory of Distributed Morphology (hereafter DM). &liramework of DM (Halle &
Marantz 1993) postulates a theory of the grammé#rowi an active lexicon (Contra to



Chomsky 1970). DM includes a number of distributadn-computational lists as

Lexicon replacements; the structure of grammar autha unified Lexicon contains

three lists. The first list, termed the ‘narrowia’, contains the atomic roots of the
language and the atomic bundles of grammaticalifeat The sets of grammatical
features are determined by UG and perhaps by |lgegparticular (but language-wide)
principles. This list most directly replaces thexlcon as it provides the units with
which the syntax operates. The second list is @aNécabulary’, an provides the

phonological forms for the terminal syntactic nad&se Vocabulary includes the
connections between sets of grammatical featurdsphonological features, and thus
determines the connections between terminal nodes fthe syntax and their

phonological realization. The Vocabulary is nongative but expandable. The
Vocabulary items are underspecified with resped¢h&features of the terminal nodes
from the syntax; they compete for insertion attéreninal nodes, with the most highly
specified item that does not conflict in featureshwhe terminal node winning the

competition. The third list, called ‘Encyclopedis’ the list of special meanings. The
Encyclopedia lists the special meanings of paicubots, relative to the syntactic
context of the roots, within local domains. As I tcase with the Vocabulary, the
Encyclopedia is non-generative but expandable. ©BNvidely correlated with the

notion of Late Insertion (Marrantz 1993). Late Iigan is the hypothesis that the
phonological expression of syntactic terminalsrisvied only during the mapping of
elements to Phonological Form (PF). Syntactic aaieg are considered purely

abstract, having no phonological content. Phonckdgexpressions, i.e. Vocabulary
Items, are inserted only after syntax in a procedled Spell-Out. This process involves
the association of phonological pieces (Vocabulgns) with abstract morphemes.
Morphemes that make up words are manipulated biasyand the actual lexical items
are not inserted into the sentence until syntagigrations take place.

This approach stands in contradiction to the amalygesented in this section.
Assuming that thematic arity operations can applaidifferent locus of derivation,
every different locus shows relatively differertidtight partially overlapping) morpho-
phonological manifestations. Adopoting late insertiwould fail to explain these
differences in form, as it predicts that the phogatal material is always inserted after
syntax, regardless of the component where arityabjoms take place. The analysis
reveals that there is a split in the morpho-phogickl behavior of arity operations
which cannot be captured if all the phonologicaltenial is inserted after syntax.
Aronoff (1976) shows that the domain of derivationaorphology is governed by
distinct principles that are essentially unrela@dhose governing syntactic structures,
by assigning derivational processes to the lexi€oom the point of view of syntax, the



structures produced in the lexicon are opaque. &stsictures may have internal
structure, but it is not subject to manipulationthg rules of syntax. The latter treat
lexical items as integral atomic units. This notisrparallel to the distinction between
the two types of arity operations. As the syntacbemponent cannot manipulate the
theta grid of predicates, it has a different kifichocess to the structure of words, i.e. it
can alter their structure applying a different nagbm than the lexicon. This provides
partial support to the Lexicalist Hypothesis (Ch&mn4970), whose basic premise is
the independence of syntax and word-structure. &Vthlere is evidence that the
elements of morphological structure and elementsesitence structure can overlap
(Anderson 1981), the content of the lexicalist Higesis is represented by the
separation of the syntactic and the lexical comptmeéviorpho-phonology seems to be
active in both parts of the grammar, the lexicon #me syntax (See Scalise 1984,
1988,Booij 1987, 1996). The manner in which it laggp is different in every
component with regard to the manipulation of wardcure. The analysis intertwines
with the notion of parallel morphology (Borer 1991) supports the existence of an
autonomous morphological component that interadth Wwoth the lexicon and the
syntax, to which it is not reducible. This moddbals both components to be available
for insertion. The analysis is also correlated wiite framework of Lexical Phonology
(Kyparsky 1982), in which phonology and morpholageg the input of each other. The
core of lexical phonology is that a subset of aghagical rule application takes place
in the lexicon in accordance with morphological apens, and another subset takes
place post lexically. The output of a phonologipedcess can undergo morphological
processes as well as further phonological rules tioetypes of morpho-phonology |
propose demonstrate which types of morph-phonadbgiocesses apply in the lexicon
and which types apply post lexically with regardtb@matic opeartions .The above
observations point to the location of morphologyhwiespect to other components of
the grammar. Morphology can be found in more thae place; some of it is in the
lexicon while another portion of it is in the syxta



7. The MH Binyan nif fal

7.1 Predicates of Binyamif fal

The MH binyanniffal demonstrates a different thematic manifestatiamfrother
binyanim. This binyan, as well as other binyaning(&itpafel), can surface as the
output of several lexical operations.

(51) Lexical operations in binyan fi#l

Lexical Operation | Examples
a. Decausativization | Savar -> niSbar ‘broke’
hixnis = nixnas came i’
hidhim=> nidham amazed
b.Reflexivization Sataf - niStaf ‘washed’
hi&in > nigan leant
c. Reciprocalization pagas> nifgas ‘met’

As shown in (51), the input of such operations a¢ mestricted to one template only.
There are few cases where this binyan serves asia éntry in the lexicon, e.gitpal
‘picked on somebody’.

However, manynif fal verbs serve as the output of passivization, wisalegarded as
syntactic.This is not attested with regard to othieryanim. In this case, the input of
such operations is restricted to fheefal template.

(52) Niffal passive predicates
katav—> nixtav ‘wrote’
bala = nivla ‘swallowed’
axal = neexal ate’

The morpho-phonology responsible for this derivai®different from the one of other
passive verbs. It is performed by adding//to the base. The first vowel of the stem is
deleted to preserve the prosodic structure of arpirfoot. This challenges the
distinction | propose between the morpho-phonolofjthe two types or thematic
operations; why should this template serve bothtagyit and lexical operations?
Moreover, why is the passive formation of otherpéates (e.gpi fel, hif fil) manifested
via melodic overwriting, while the one p&7al is manifested by affixation?

In 87.2, | present an experiment | conducted ireotd shed light on the two different
morphological patterns of passivization. | showt tifiés irregular formation of passive
forms has become unstable and less productiventigdodic overwriting.



7.2 Passive Formation Experiment

7.2.1. Goal

The goal of this experiment is to examine the irdni of speakers with regard to the
formation of passive predicates. It aims to tesicthprosodic templates subjects
choose as a passive form of new transitive verdg ¢éimcounter.

7.2.2. Prediction

| predict that there would be no variation in tlesgive forms opi fel andhif fil, whose
passive counterparts are expected tpusa andhuffal respectively, while there would
be a variation to some extent, with regard to thssive forms opafal. Speakers are
expected to form the passive forms mdfal as pufal. Turning pafal into pufal
involves only melodic overwriting without changittge prosodic structure of the verb,
in contrast to gafal-nif fal /huffal alternation, where the prosodic structure changes
due to an addition of a prefix and a vowel deletion

7.2.3. Method

Subjects were given nonce-verbs in their activemfaand had to choose their
appropriate passive counterparts out of five pdgs¥s. Subjects were 50 native
speakers of MH between the ages of 12 and 47. Testignnaire consisted of 18
sentences, where each sentence contained two catadiclauses. The first clause
consisted of an event described by an active wedlilzde second contained a paraphrase
of this event. This paraphrase was in the passo#eeyv The subject had to fill in the
missing verb. The second clause contained a bgsphin order to make subjects use
the passive form and to prevent an alternation with decausative form. Eight
sentences contained a nonce verb of bingafal and eight sentences contained a
nonce verb of thepifel and hiffil binyanim (four of each). | also added two
monosyllabic verbs which | discuss in 87.3.

Subjects had to fill in the passive form as denranst in (53).

(53) ramilasak et ha-bayit, klomar ha- bait al-yedayir
‘Ramilasak (nonce-verb}he house, i.e. the house by Ramr’

In order to avoid revealing the purpose of this sfie@naire, | inserted ten other
sentences, where subjects had to choose the ofatput of operations other than
passivization, such as reflexives and causatiwesiedl as the formation of nouns.



7.2.4 Results

The results are almost unanimous with regard toptssive forms opi fel andhiffil.
94% of the subjects usddiffal as the passive dfiffil and 92% choseufal as the
passive opi fel. This points to the high productivity of melodigavwriting in forming

the passive forms gfi fel andhif fil.

(54) Distribution of the passive forms of binyafeqdi

Nonce-|  putal niffal | huffal | hitpasel | paSul [Total
verb

num. | per. [num.| per. |[num.|per. [num.| per. [num.| per.
gines 47 | 94%| 1| 2%| O] 0% 2| 4% 0 0% 50
dimer 46 | 92% 4%| 1| 2% 0| 0% 1 2% 50
gixel 46 | 92%| 1| 2%| 1| 2% 2| 4% 0O 0% 50
giles 45 | 90%| 1| 2%| 2| 4% 2| 4% 0 0% 50
Average 46.00| 92% | 1.25| 3% | 1 [ 2% | 15| 3% | 0.25| 1%
Standard
deviation | 0.82 | 2% | 0.5 | 1% | 0.82| 2% | 1.0 [ 2% | 05 | 1%

(55) Distribution of the passive forms of binyaffi

Nonce-|  pusal nif§al huf€al | hitpaSel | paful |Total
verb

num. | per. [num.| per. [num.| per. [num.|per. \num.| per.
hilrin 1 2% | O | 0%| 48| 96% 0 | 0% | 1 | 2%| 50
hiSnit 1 2% | 1 | 2% | 48| 96% 0 | 0% | 0 | 0%| 50
himrig 2 4% | 1 | 2% | 45| 90% 2 | 4% | 0O | 0%| 50
hexgil 3 6% | O | 0%| 46| 92% 1 | 2% | 0 | 0%| 50
Average 1.75 | 4% | 0.5 | 1% | 46.8(94% | 0.75| 2% | 0.25| 1%
Standard
deviation | 0.96 | 2% | 0.58| 1% | 1.5 | 3% | 0.96] 2% | 0.50| 1%

The results for the binyapafal are significantly different. Each verb had differe
results for the formation of its passive countetpaor each verb, there was a different
alternation between the forms ptifal and nif fal although the majority of subjects
chosepufal (56)2° On average, 59% of the subjects chopsgal as the passive form of

pafal, while 30% chosaif fal as its passive form.

% There were subjects who chose other forms forpéssive verb, but their percentage is clearly

insignificant.



(56) Distribution of the passive forms of binyaafal

Nonce-| pufal | niffal | hufSal |hitpaSel patul | pasal [Total
verb
num. | per. \num.| per. [num.| per. [num.|per.|num.|per.|num.|per.
palad 33 |66% 12 [24% 1 |[2%| 3 [6%| 1 |2%| 0 |0%| 50
galas 38 |76% 9 [18%| O |0%| 2 [4%| 1 |2%| O |0%| 50
kadaf 30 |60% 14 [28% 3 |6%| 3 [6% 0 |0%| O |0%| 50
lasak 30 |60% 12 [24% 7 [14% 1 [2%| O |0%| O |0%| 50
razal 33 |66% 11 [22% 4 [8%| 1 [2%| 0 |0%| 1 |2%| 50
kalam 20 |40% 23 [46% 5 [10% 1 [2%| 0 |0%| 1 |2%| 50
gaxas 24 |48% 20 [40% 5 [10% 1 [2%| 0 |0%| O |0%| 50
gaxal 26 |529%4 17 [34% 7 [18% 0 [0%| 0 |0%| O |0%| 50
Average |29.25|59%)14.8|30%| 4 |9%| 2 |[3%| 0 | O] O | O
Standard
deviation | 5.73/11%]4.83|10%]| 2.56| 6% |1.07| 2%| 0.5 | 1%0.46| 1%

7.2.5 Discussion

The results in (54) and (55) point to the high prdvity of melodic overwriting in
forming passive predicates piffel anddhif fil. There is hardly any variation in forming
these passive verbs as the process responsiltleeioformation is predictable and not
intrusive  morphologically. However, the results ftre binyanpafal verbs are
significantly different. For each verb, there iditierent variation between the forms of
pufal andnif fal as shown in (56). On average, 59% of the subuwisepufal as the
passive form ofpafal, while 30% choseniffal as its passive form. This difference
requires an explanation. While the results revaahdency to uspufal as the passive
counterpart opafal, the gap in the results in comparison to the passirms ofpi fel
andhiffll should be accounted fot.Note that the results are different for every verb
This indicates that the same speaker can chodeeatif forms as the passivepfal.

Note that there are two other factors that may f@awensiderable impact on the results;
a phonological factor and psycho-linguistic factbine former may determine that one
form is preferred due the consonants that are weebbhnd the way they are arranged,
i.e. in a cluster or separated by a vowel. Thedattates that similarity to an existing
word or the context of the sentence can prime acehaf a template similar to a real
word. Nonetheless, these two factors are expeotegly in all forms, not only within
the pafal nonce-words. In light of the results for passiwes ofpifel andhiffll, it is
clear that these considerations did not have a gféect. The results are rather similar
within each binyan, reagardless of the base comésma the associations the sentence
might raise.




A significant number of subjects chopeafal as the passive counterpart dfal. |
argue that the motivation for this choice is theapaetric value of the Lex-Syn
parameter. Since passivization is considered stiotats formation is expected to be
morphologically less intrusive and more predictalbreover, paradigm uniformity
with other passive forms, i.@ufal and huffal, plays a role as well. Subjects who
choosepural maintain the same vocalic pattern for all passorent in the language.

The alternation between tiné fal andpufal forms can be explained by two factors. All
passive forms of existing verbs in binyaafal are in binyamif fal. Speakers therefore
have access to thpafal-niffal paradigm of passivizations and, as a result, they
analogously form new passive verbsniifal as well. Speakers aim for paradigm
uniformity with active-passive paradigms which theg already exposed to. Another
possible explanation is paradigm contrast. Kenstp\(2005) discusses several cases in
which the phonology conspires to ensure that twanplogically distinct members of a
paradigm remain phonologically distinct. He presediata where phonologically
motivated processes fail to apply in order to nam@a paradigmatic contrast. In the
Damascus dialect of Arabic, the third person objuaffix demonstrates different
behaviour with verbs in the first and third perdeminine. Stress in Damascus Arabic
falls on the rightmost heavy syllable, but nevertioa final syllable. When there is no
heavy syllable, stress is antepenultimate. Thatedt of Arabic has a constraint which
prohibits a schwa in an unstressed open syllableen\adding the object suffixes to a
verb, the stress might change. When the objecixdoéigins with a consonant, it closes
the final syllable of the base to create a heavalsig which attracts the stress (57a).
When the suffix starts with a vowel, it should puod antepenultimate stress with
syncope of the suffixal vowel (57b). However, swehinput-output paradigm would
merge this form of the paradigm with the first asdcond masculine (57c).
Consequently, although the deletion of /e/ is plagioally motivated in both verbs, it
occurs in one only.

(57) Object suffixes in Damascus Arabic
a.fallamét-ni ‘she taught me’
b. fallamét-o ‘she taught him’
c.fallamt-o ‘I/you taught him’

The same suffix behaves differently in essentifttly same phonological context in
order to achieve paradigmatic contrast. (57c) ésdhosen output as there is no other
member of the perfective paradigm competing forsdu@e phonetic output.



| argue that this paradigmatic contrast is alsevaht for morphological processes. If
passive counterparts phfal were in thepufal form, they would be morphologically
indentical to the passive forms @i fel verbs. Since speakers have access to the
syntactic paradigms of passivization, there is @straint prohibiting verbs of thai fel
andpafal verbs to share the same passive counterpdrts, some speakers block the
pufal form as a passive form phfal in order to preserve a contrast. (58) demonstrates
a case where transitive verbs with the same stamoc@nts are manifested in both
pafal andpifel?® If melodic overwriting applied in (58a), there wid be a merge of
the passive forms of two semantically distinct werb

(58) a. parak> nifrak / *purak ‘unloaded’
b. perek> purak ‘dismantled’

To conclude, paradim uniformity on the one handl paradigm contrast on the other
hand could be responsible for the occurrence obipasforms in binyannif fal.
Speakers who formufal as the passive counterpartgaffal verbs aim for a low level
of morphological intrusiveness for a syntactic @pen and, in addition, paradigm
uniformity with regard to th&-a vocalic pattern of other passive forms in the lsage
(pufal andhuffal). The interacting factors that affect the choi¢gassive forms are
presented in (59).

2 Other examples of such pairs geear ‘created’-yicer ‘manufacturedlamad‘studied’ - limed ‘taught’
andpatar ‘excused*- piter ‘fired’.



(59) The pdal - niftal variation

Active Y

Form

Passive )

Form pyal nikal
1. a low morpho- 1. active-passive
phonological paradigm contrast:

Motivation | intrusiveness p&al > nif?al

pifel > pu?l

2. passive 2. paradigm
paradigm uniformity:
uniformity: u-a pafal > niffal
vocalic pattern passivization

The results of this experiment point to a decraasthe productivity ofniffal as a
passive fornf’ They also reveal the interaction among severalofac which are
responsible for the observed variation in formiraggve counterparts glfal verbs.
In addition to the difference in the morpho-phomyloof lexical and syntactic
operations, other factors also play a role in aet@ing the morphological shape of
derived verbs.

7.3 Monosyllabic Verbs

There is a group of monosyllabic verbs in binypafal. Many of them are intransitive
verbs such asac ‘ran’ andSat ‘sailed’, hence they have no passive counterpahsre

is a small number of monosyllabic transitive vesbish axad ‘hunted’. Binyannif fal

has a marginal pattempol/napol This pattern occurs with verbs of two consonants,
for examplenasog'retreat’ and it can also be found as a passive fof monosyllabic
verbs inpafal (60):

(60) Napol/Nipol Passive forms
cad - nicod ‘hunted’
laS-> naloS ‘kneaded’
dan-> nadon ‘discussed’

This template, however, is rather unproductive #redexisting forms of its shape are
few. | thus believe these passive forms are leixiedl and cannot be formed by a

# See §8.3 for discussion in the productivity obthinyan in general.



syntactic operation of passivization. The questompresented in 7.2 also included
two nonce monosyllabic verbsar and lat. Subjects formed different passive
counterparts for every verb as shown in (61) &2). (

(61) Passive Forms of lar

Passive form | number |percentage
hular 20 40%
lurar 6 12%
lurlar 1 2%
nilor 1 2%
nalor 1 2%
nilar 4 8%
nular 6 12%
larar 1 2%
nilran 1 2%
hulran 1 2%
luran 2 4%
hulrar 2 4%
nilra 1 2%
lar 3 6%
Total 50 100%
Total u-a forms 38 76%

(62) Passive Forms of lat

Passive form | number |percentage
hulat 25 50%
lutat 7 14%
nalot 1 2%
nilat 6 12%
lulat 2 4%
nulat 2 4%
nolat 1 2%
niltat 2 4%
nimlat 1 2%
lat 3 6%
Total 50 100%
Total u-a forms 36 72%

The hupal template is the most common passive form of bettbs. On average, 45%
of the subjects used this form, while others forntlee passive in many different
templates using various strategieésApart from hupal all forms have a rather low

3| do not address the strategies used for all passirms as many of them have a very low and
insignificant percentage. Some subjects used rgtbeuliar forms that | do not account for and ather



percentage. This great variation in forming passieebs from monosyllabic verbs
shows that most speakers have not mastered thevgodesmation of monosyllabic
verbs as they are rather rare and have an excaptiworphological shape. Thaupal
template clearly has a prominent advantage oveln eadhe other forms used. The
morpho-phonology responsible for its formationeatively simpler in comparison to
other forms. It involves adding the prefixut/ to the base form that remains intact with
regard to both the prosodic and the segmental .|lé¥eteover, it resemblebuffal
phonologically, as well as the vocalic pattern offhuffal andpufal. The formation
of most of the other passive forms, in contrasinalestrates a more intrusive morpho-
phonology. Some are formed by reduplication of thst consonant, e.durar.
Although this form has the passive vocalic patte@ its formation is morphologically
complex as it is intrusive to the structure of thenosyllabic bas#&. Other forms are
created both by affixation and by a vocalic chanf¢he stem vowel, e.qalor and
nilat. Additionally, paradigm leveling plays a role hemedetermining the passive form
of monosyllabic verbs. Théupal form has the same vocalic pattemra of other
passive forms and is therefore more accessiblsgeakers to form. Interestingly, there
are two existing monosyllabic transitive verbs, ethactually have a passive alternate
with theu-a pattern:

(63) u-a monosyllabic passive forms
sam-> husam ‘put’
Sar - huSar ‘sang’

| argue that the verbs in (63) are in much haveghdn token frequency than the ones
in (60). As a result, their passive form is moranomon as well and it bears the
morphological shape of the-a pattern. The frequent use of the passive predicate
increases the tendency to form the unmarked pattérpassivization, i.e. the-a
pattern. Examining the vocalic patterns of all gassive forms which subjects used in
this case, there is a notable preference for prieggetheu-a pattern, regardless of the
strategy that was implemented on the base. 76%eostibjects preserved the vocalic
pattern ofu-afor the passive form dér, while 72% of them did so fdat. It should be
noted that the formation of nonce-verbs suchmaat demonstrate the same level of
intrusiveness as the one lofipal as they only differ in the consonant of the suffix
Forms such asulat were hardly used as there is no motivation foirtfe@mation.

simply did not change the nonce verbs. | assuntatthesults from a lack of acquaintace of suchspze
paradigms of monosyllabic verbs.

31| do not discuss this formation within the scopéhis paper (See Bat El 2004).



There are no existing analogous forms with theiprei-/, while there are many such
forms that consist of the prefiku/.

The case of MH monosyllabic verbs provides furteeidence for the central role of
paradigm uniformity in determining the morpholodishape of a word. The choice of
the u-a pattern serves the desire for uniformity withirsgae forms. The choice of the
specific hupal pattern points to the constraint that syntactierapon should exhibit
minimal intrusiveness to the base form.



8. The Case of Hebrewitpu$al

Hebrew also has relatively new verbs in the shdpetpufal. There are four two verbs
in this form:

(53) Hitpufal forms

hithudayv ‘was forced to volunteer’

hitputar ‘was forced to resign/ caused himself to get fired’
hitpuna ‘was forced to evacuate oneself’

hitpurak ‘was forced to dismantle’

Bat-El (2002), in contrast to Berman (1982) andrfafb (1994), argues that there is
no justification for postulating an additional Baaryhitpufal for such cases, as a verb
with the vocalic pattermi-a is recognized as a passive verb regardless pfratsodic
structure. Indeed, this rare form seems to exhhgitpattern of melodic overwriting on
the base fornhitpafel, similar to the one ipufal andhuffal. However, | belive that
such verbs are not formed by melodic overwritingn e basis of my analysis of
Arabic and Hebrew passivization, it seems thatuvbealic patternu-a consists of a
passive meaning, given to a transitive verb. Hawethe hitpufal verbs are not
passive ones. They have a new meaning, which caedagded as a combination of
passive and reflexive. The theta roles of suchipades is noy yet defined in the
linguistic literature, but it seems that there &ve theta roles involved: an agent and a
complex bundled theta role. Consequently, the dierdorming this kind of verbs
should be regarded as a lexical one. The semavftibese verbs provide evidence that
they consist of the combination of the reflexiveamiag of some verbs initpafel and
the passive meaning plufal. | therefore claim that theitpural verbs are formed via
blending ofhitpufal andpufal verbs. In this process, as shown in (54), thensté
hitpafel is deleted and its prefix /hit/ is combined witle pufal form.

(54) Formation of hitptal
hitfnadev] + nudav—> hitnuvad ‘was forced to volunteer'

Syntactic tests (Wosk 2005) reveal that the bemanfithese verbs is different from
that of passive verbs as well. As shown below, bimyan is far from being productive,
as expected from predicates, which are formed kigdé operations. If we considered
this morphological process as melodic overwritvwg, would have anticipated it to be
productive and apply to other verbshitpafel:

(55) Impossible hitptal forms
hitkacer-> * hitkucar
hitkarev=> * hitkurav



However, analyzing these forms as a result of ecdéxperation poses a problem.
Since thepufal form is derived in syntax, how is it blended witke hitpafel form
which is derived in the lexicon? This derivatiorultbbe regarded as a derivation of an
idiom. The syntactic outpytufal, combinedwith a hitpafel verh enters the lexicon
and is lexicalized as performed in phrases, which into idioms. Once it is lexicalized
it is blended with &itpafel form, sharing the same consonants, andnitpafal verb is
formed. It is important to point out that thafal verb alone is not lexicalized, but only
together withhitpafel.



9. Conclusions

In this thesis, | revealed the correlation betwerarpho-phonology of thematic
operations and their locus of application. | beday exhibiting the morpho-
phonological processes, which Arabic and MH verbslenugo while deriving new
predicates from existing entries in the lexiconteAfdividing the thematic operations
into lexical and syntactic ones, | demonstrated thase two kinds of operations
consistently exhibit different patterns of morpHmpological processes. It turns out
that the Lex-Syn parameter is responsible for cliogsiistic variation exhibited by
reflexives (Reinhart & Siloni 2005) and reciprocéBloni 2005). Moreover, it seems
that languages are consistent regarding the setfintge parameter. This facilitates
parameter setting during acquisition, since evidefinom various sources (operations)
converges to set the choice. The morpho-phonolbépedures observed in this paper
reveal another aspect of this parameter and strendhis claim. It is important to point
out that these differences are not manifested ¢oséme extent in every language.
Rather, it is a matter of relativity. The two kind$ thematic arity operations are
expected to demonstrate differences for the featliseed in (50). The extent of these
differences may vary due to a bundle of phonoldga=mantic syntactic and pragmatic
properties of a language.

The examination of verb innovation in MH shows thaematic and morpho-
phonological considerations interact in the proac#ssoining a new verb and choosing
its binyan. As stated by Anderson (1992:5), ‘wodicture can only be understood as
the product of interacting principles from many tpaof the grammar: at least
phonology, syntax and semantics in addition toéleon. As such, morphology is not
a theory that deals with the content of one boa standard flowchart-like picture of a
grammar, but rather a theory of a substantive domwaiose content is widely dispersed
through the grammar’.

The analysis supports the existence of an inteti@teeen morphology and both the
lexicon and the syntax (Borer 1991). | have showat there are two types of morpho-
phonology, each of which interact with a differemtmponent of the grammar. The
analysis supports the Lex-Syn parameter and the S$fedification approach. The
former enables us to make a fundamental distinchietween lexical and syntactic
operations, while the latter paves the way to imm@et this distinction in the domain of
morpho-phonology. In this respect, the root extoacapproach is clearly inferior, as it
does not discriminate between lexical and syntagfierations, making it virtually
impossible to account for the observed generatinati The analysis also supports the
notion of an active lexicon, which seems to be priypconstrued as a component of



linguistic knowledge (parallel in this respect tgnx and phonology) rather than
merely as a list of arbitrary items. In this redp#de lexicon represents not only
encyclpedic but also computational (linguistic) Whedge.
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