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Abstract

This study investigates the psychological reality and pragmatic status of four
meanings of interpretation: linguistic meaning, strong implicature, weak implicature, and
the controversial level of explicatures, concentrating on the latter. All these levels of
interpretation are examined with regard to their potential to constitute the Privileged
Interactional Interpretation, or the PII, which is the primary interpretation of an utterance
as intended by the speaker and understood by the addressee (Ariel, 2008; Jaszczolt, 2010).
Two models, the Minimalist model (Grice and neo-Griceans), and the Maximalist model
(Relevance Theory and Contextualism) are compared, each having different predictions
regarding this potential:

1. The Minimalist (neo)-Gricean model advocates the inclusion of some basic

inferences alongside the linguistic meaning in ‘what is saidmi,” (Bach, 1994;
Horn, 1972; Levinson, 2000).

2. The Maximalist Relevance theoretic model or a Contextualist model (Carston,
2002; Recanati, 2004; and mainly Sperber and Wilson, 1986/1995), based on
the concept of explicature, promotes ‘what is saidmax’. ‘What is saidmax’
consists of more types of inferences alongside the linguistic meaning.

Four experiments are performed, using three tests, each measuring a different
parameter. All experiments contain materials taken from natural discourse (and mildly
changed):

1. A Discourse-Coherence test, which aims to rate the level of coherence of the

texts preceding the inferences constituting the various levels of interpretation



2. A PIl Confirmability test, which examines which of the levels of
interpretation is most likely to be taken as the PII. This test is accompanied
by a Confidence test, which measures the degree of confidence the
participants have in the decision they make in the Confirmability test.

3. A Deniability test, which measures how easy (or difficult) it is for a speaker
to deny his/her commitment to some interpretation potentially associated with
her utterance.

All tests (Coherence, Confirmability and Deniability) are found to distinguish
between stronger and weaker aspects of the speaker’s communicated message. These
differences could pertain to whole representations (e.g., explicatures vs. implicatures) or
to aspects of one representation (e.g., different inferences included in the explicature and
considered stronger than others, or the bare linguistic meaning, as a level separated from
the inferences contributing to the explicature).

The results of these tests support the Maximalist model, as they reinforce the
distinct status of Explicature. The results also yielded an Interpretation Strength Scale,
which promotes a strength continuum, along which all levels (and sub-levels: different
explicated pragmatic contributions and strong/weak implicatures) of interpretation are

ordered based on their relative degrees of strength:

LingUiStIC meaning > Explicatedsa[ura[ion > Explicatedenrichment > Implicated[strong] >

! The terms 'saturation’ and ‘enrichment’ are used here in the spirit of Recanati (2004 and onwards).



This continuum aims to portray the overall picture of the status of various levels
of interpretation. Some levels of interpretation along this continuum are stronger than
others in that they raise the degree of coherence of the context preceding them, more
likely to constitute the PII, and more hardly deniable. Focusing on the explicature, we
also examine the products of five of the pragmatic processes yielding the explicature,
which were also ordered on the continuum.

This study also suggests a methodological new tool — the Deniability test, which,
being the pragmatic parallel of Grice’s semantic Cancelability criterion, can measure
strength of different levels of interpretation, based on their deniability degree within
discourse.

The dissertation is organized as follows: Chapter 1 presents the various models
addressed here and some of the prominent experiments in the literature, which serve to
support each of them. Chapter 2 introduces the strength criteria, according to which the
strength continuum is built. This Chapter also explains the rationale of the three tests
used here, while predicting the results according to each of the models. Chapter 3
includes the description of the experiments themselves. The general discussion is found
in Chapter 4.

In sum, this study not only supports the psychological reality of the Maximalists'
Explicature, but it also shows that as long as they are analyzed within discourse, the
various inferences included in the Explicature, alongside other levels of interpretation,

may play the role of the PI1I, while some are more likely to do that than others.
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CHAPTER 1: INTRODUCTION

Philosophers and linguists have long assumed that utterance meaning in the
broad sense of the word (the message it conveys) is not a single concept. Rather, it is
an amalgam of interpretations linguistically expressed and pragmatically inferred.
Although the speaker’s goal in uttering some utterance is that all his/her intended
meanings - the conveyed meaning be processed by the addressee, different meanings,
referred to here as levels of interpretation, are distinguished by theoreticians, and are
said to reflect different psychological processes of naive speakers.
This study aims to shed light on a variety of levels of interpretation: the bare linguistic
(semantic) meaning, the implicature, and the intermediate meaning level (or levels)
between these two: the Relevance-theoretic concept of explicature and the neo-
Gricean ‘what is said’. We set out to examine which, if any, of these levels is taken by
interlocutors to be the Privileged Interactional Interpretation (henceforth PII) of an
utterance within discourse. The notion of PIl was first introduced in Ariel (2002).

Ariel defines Privileged Interactional Interpretation as follows:

This is the meaning which the speaker is seen as minimally and necessarily
committed to, i.e., the one by which s/he is judged as telling the truth or
being sincere. It is also the meaning which contains the message that the
addressee should take to be the relevant contribution made by the speaker...

(Ariel, 2002: 1006).

Here we examine which of the levels of interpretation mentioned above is
taken by interlocutors to be Ariel's PIl - the interactional message the speaker is

committed to. Although we assume that in fact any of these levels may, at times, be



considered the PIl, we predict a hierarchy of meaning representations, where some
levels constitute the PII less often than others. Specifically, we anticipate the
following interpretation hierarchy, whereby left-hand representations are more likely

PII candidates than right-hand ones:

(1) Bare linguistic meanings > EXxplicatureSfinciuding Bare linguistic meanings] >

Implicaturesgstyrong > Implicaturesgea

The scale in (1) is referred to hereafter as the Interpretation Strength Scale.

To establish the psychological reality of these distinctions, 4 experiments
were designed, employing both psycholinguistic and pragmatic measures. Whereas
psycholinguistic measures test on-line processes an addressee undergoes when s/he
encounters a verbal stimulus, pragmatic measures seek to establish what the addressee
regards as the ‘PII’, that is, the representation the addressee takes the speaker to be
committed to, which is also the most relevant one in the given context.

In Experiment 1, using a Discourse Coherence test, this interpretation
hierarchy is tested by rating the coherence of each context to be used later on to
induce the target sentences (Experiments 2, 3 and 4). In Experiment 2, this hierarchy
is examined by measuring response times to targets using a Confirmability and
Confidence test. Experiments 3 and 4 examine the degree to which a speaker is
viewed as committed to the PII using a Deniability test. In all, results show that when

what is taken to be the PII is tested in discourses based on naturally-occurring



instances, determining the boundaries of what is taken to be the PII is more complex

than has been assumed so far (see 1-5):*

1.

The interactionally-relevant concept of PIl is very sensitive to discourse
relevance. Interlocutors routinely include pragmatically derived inferences in
their construal of the PII. In addition, not only truth-conditionally relevant
inferences (the relevance-theoretic explicated inferences) may be considered PlI,
but also strong, and even weak, implicatures (Experiments 2-3).

At the same time, not all inferences are equally likely to be considered the PII. In
terms of response speed, interlocutors distinguish between stronger and weaker
inferences (Experiment 2). Pragmatically, that is, in terms of strength of
commitment to the PII, differences are found even at the explicature level.
Different aspects of the explicature pattern differentially with respect to PII status
(Experiment 4).

Interactionally (i.e., pragmatically), explicatures are found to be derived from the
most coherent contexts, in which the last utterance coheres better with the
preceding context. By contrast, weak implicatures are derived from least (but
still) coherent contexts (Experiment 1).

All levels of interpretation, i.e., bare linguistic meanings, explicatures, and
implicatures (and sub-categories of these representations) are distinguishable.
Furthermore, they constitute a gradable continuum of strength. Explicatures are
the strongest; they are most readily confirmed as the PIl (Experiment 2) and are
least likely to be denied as having been intended by the speaker (Experiment 3).
Weak implicatures are the weakest; they are least likely to be confirmed as the

PIl (Experiment 2), and easiest to deny (Experiment 3). Bare linguistic meanings

L All our materials are based on natural discourses taken from Maschler (2011), Internet chats or

everyday personal conversations. Naturally, some modifications had to be inserted to the raw
materials.



alone, which constitute a part of the explicatures, demonstrate an even stronger
degree of undeniablility (Experiment 3). Strong implicatures occupy an in-
between level (Experiment 3).

5. Differences between various pragmatic contributions to the level known as
'Explicature' are also demonstrated. Findings distinguish between inferences
which are Explicatedyi, and inferences which are Explicatedmax. This distinction
is based on Grice and neo-Griceans, on the one hand and Relevance Theory on
the other. Grice and neo-Griceans restricted their 'what is saidmi,' (=Explicatedmin
in our terminology) to include only reference resolution, lexical disambiguation,
and later on — Generalized Conversational Implicatures (GCls), in addition to the
linguistic meaning. Relevance Theory allows for many more pragmatic
inferences in their explicatures, such as Explicatedmax in our terminology, or
enriched meanings of conjunction, and higher-level explicated meanings. Our
findings support the psychological reality of Explicatedmax notion, rather than that
of the Explicatedpi, (Experiment 4).

The Interpretation Strength Scale (1 above) reflects Ariel’s (2002, 2008) and
Jaszczolt’s (2009, 2010) claim that what interlocutors consider the PII is a message
very strongly communicated, regardless of interpretation level, e.g., explicature,
implicature etc. At the same time, this scale reinforces the hierarchy predicted by
Relevance theory (and Ariel), according to which the Explicatednmay is the level taken
as the PIl most frequently. In other words, we find evidence for the following two
strength scales, which interact with each other in establishing the strength of some

representation within some specific context:



(2) Strongly communicated message > Weakly communicated message

(3) Bare Linguistic meaning > Explicatedmax > Implicaturesyong) > Implicaturepweax

1.1 QOutline of the study

Chapter 1 presents the theoretical background for the study. We define all the
relevant terms as they are used in this study, and explain the purpose of the study. The
definitions are given through an overview of different theoretical frameworks that
have introduced these different levels of interpretation. These include two models:
The Minimalists (Gricean and neo-Gricean frameworks), and the Maximalists'
explicated content (e.g. Relevance theory). In addition, following Ariel (2002), we
elaborate on the notion of the Privileged Interactional Interpretation. This notion is
used throughout this study to test the psychological reality of various levels of
interpretation within a given discourse. The level we focus on is the more contentious
level: the Explicature. The chapter concludes by describing previous experiments
regarding levels of interpretation.

Chapter 2 presents the questions that have arisen from existing approaches,
and outlines the way this study attempts to answer them. Chapter 3 describes the
experimental work, which consists of four experiments. Experiment 2 focuses on the
psycholinguistic aspects of the levels of interpretation, and Experiments 1, 3 and 4

test their pragmatic status. A general discussion is found in Chapter 4.

1.2 Theoretical background
While disagreeing on numerous points, all approaches to meaning, whether
linguistic or philosophical, are in agreement about three distinct levels of

interpretation: (a) a purely linguistic meaning level; (b) an implicature level, as well



as (c) a conveyed meaning level, where all meaning types (semantic and pragmatic)
are integrated into one whole. This agreement does not mean, however, that
researchers would necessarily classify the same interpretations in the same way, but at
least these meaning concepts are universally recognized as distinct. This is not the
case for a concept of an intermediate-level meaning. While all researchers assume the
need for such an intermediate level, its nature is very much in dispute. We find two
major divisions into different levels of interpretation in the literature. First, there is the
original distinction between the truth conditional Linguistic Meaning on the one hand,
and (all) pragmatic inferences on the other hand. According to Grice this is
tantamount to the distinction between ‘what is said’ and ‘what is implicated’ (1.2.1).
This division was later on refined by some researchers into a trichotomy (e.g. Carston,
1993 and onwards; Sperber and Wilson 1986/1995), which is the second major
division of interpretation levels currently held in linguistics (1.2.2). Introducing a
rather rich intermediate level (the explicature/impliciture) required modifications to
the definitions of the other levels as well.

The difference between the earlier and the later approaches concerns the
nature of the basic truth-conditional (and everywhere) meaning representation, which
all agree is richer than the linguistic meaning, but not as rich as the conveyed
meaning. Griceans are Minimalists. They advocate a minimally enriched linguistic
meaning, often referred to as ‘what is saidmin, Which we prefer to term ‘Explicatedmin’.
Relevance-theoreticians are Maximalists. They have promoted a representation
whereby the linguistic meaning is extensively enriched by pragmatic inferences, an
explicature, which we here refer to as ‘Explicatedrm,D(’.2 The controversy revolves

around the role of contextual inferences in determining the truth-conditional content

2 We will also briefly mention the unique characteristics of some of ‘Explicated,’ concepts, such as
Recanati’s (1989 and onwards).



of the proposition. Proponents of ‘Explicatedmi,” find that they need to incorporate
only a few types of contextual inferences into their ‘Explicatedmi,’. Proponents of
‘Explicatedmax’ argue that more contextual enrichments are needed for the utterance to
express a truth-verifiable proposition, which is also discourse-relevant. Each of these
divisions has different predictions with regard to the content of the PII, and by
implication for what are taken as implicatures. But the debate is not limited to the
content that should be considered as 'explicated. The debate also concerns the
semantics-pragmatics division of labor, and more generally — the question of what
constitutes full propositional truth-evaluable content. The minimalists wish to limit
the explicated to automatically-processed contents alone. Relevance theoreticians
include under explicatures other interpretations, not necessarily grammatically-
mandated, provided they are a development of the Logical Form, and play a role in
determining the truth-value of the proposition.

To recapitulate, all researchers agree that we have a minimal linguistic level
(the conventional, compositional meaning) and an all-inclusive meaning level (the
conveyed meaning, including in addition all inferences). It is the nature of the
intermediate level which constitutes the main controversy in the field, and it is this

controversy that we focus on below.

1.2.1 The original dual division into ‘what is said’ versus implicatures

1.2.1.1 Grice’s ‘what is said’
Grice (1968, 1975, 1981, 1989) set out from an observation about the
difference between the linguistic meaning of an utterance and the use made of the

utterance. For example:



Suppose that A and B are talking about a mutual friend, C, who is now
working in a bank. A asks B how C is getting on in his job, and B replies,
Oh, quite well, I think; he likes his colleagues, and he hasn’t been to prison

yet. (Grice, 1989: 24)

According to Grice, “It is clear that whatever B implied, suggested, meant in
this example is distinct from what B said, which was simply that C has not been to
prison yet.” (Ibid, emphasis added). For Grice, this is the difference between ‘what is
said’ and ‘what is implicated’. An important characteristic of semantic meanings is
that they are uncancelable (Grice’s Cancelability criterion). An attempt to cancel them
should result in an anomaly. In this, the semantic meaning is different from implicated
interpretations, which are cancelable.

However, in another example, Grice shows that the level of ‘what is said’ is
not necessarily equivalent to the conventional meaning of the words that were uttered,

but may be only ‘closely related’ to it:

(4) Heisinthe grip of a vice. (Grice, 1989: 25)

Here, in addition to the linguistic meaning of the utterance, reference
assignment (of he) and disambiguation (of in the grip of a vice) are needed in order to
understand ‘what was said’. Despite the clearly pragmatic nature of these
enrichments, Grice considers ‘what is said’ as very close to the bare linguistic
meaning of an utterance, so much so, that the difference between the two does not

render ‘what is said’ a different meaning level for him.



1.2.1.2 Gricean and Neo-Gricean Implicatures

As noted above, Grice (1975, 1989) introduced the level of ‘what is
implicated’ as a different level from the level of ‘what is said’. According to Grice, a
major part of human communication relies upon speaker-intended inferences,
implicatures, although these are not part of the semantic content expressed by the
speaker. Implicatures, in turn, were divided into Conventional Implicatures and
Conversational Implicatures. Only the latter are relevant to our study. Conversational
Implicatures are pragmatic inferences® that fall under the communicative intention of
the speaker within a certain context. For the most part, the implicature inferred by the
addressee is an attempt to remedy an apparent violation of some maxim by the
speaker. Whenever the speaker seems to violate one of the four Gricean maxims, the
addressee, who assumes that the speaker obeys the maxims, as well as the
Cooperative Principle, reasons that the violation must have been deliberate and that
some additional interpretation must be retrieved.*

Grice proposed a few criteria to distinguish between conversational
implicatures and semantic meanings. Most notably, the former are cancelable without
giving rise to contradiction.” This is because they are not part of the intrinsic meaning
of an utterance and they have no impact on the truth conditions specified by ‘what is
said’.

Conversational Implicatures come in two types: Generalized Conversational
Implicature (GCI) and Particularized Conversational Implicature (PCI). The GCls are
the cases in which “one can say that the use of a certain form of words in an utterance
would normally (in the absence of special circumstances) carry such-and-such an

implicature or type of implicature” (Grice, 1975, 1989: 37, emphasis added), whereas

® As opposed to entailments.
* We assume that Grice's Cooperative Principle and four Maxims need no introduction here.
® They can be either explicitly canceled or contextually canceled.

9



the PCls are defined as “...cases in which an implicature is carried by saying that p on
a particular occasion in virtue of special features of the context, cases in which
there is no room for the idea that an implicature of this sort is normally carried by
saying that p” (Grice, 1975, 1989: 37, emphasis added).

GCls may be derived from a certain combination of words with or without
supporting context (although they may be cancelled in certain “abnormal” contexts).
Inferring the PCI, on the other hand, crucially depends upon the context in which the
specific combination of words occurs. In other words, without this context, the PCI
cannot be inferred from the same combination of words.® Here is an example of a GCI

found in Grice (1989: 37):

(5) X is meeting a woman this evening.

Grice argues that even in the absence of contextual support, anyone who uses
a sentence of the form in (5) would normally implicate that the woman to be met is
other than X’s wife/cousin, etc. An example of Grice’s PCls (among many others) is

given in Grice (1989: 32):

(6) A is standing by an obviously immobilized car and is approached by B; the
following exchange takes place:
A: 1 am out of petrol.

B: There is a garage round the corner.

® Note, however, that some have disputed Grice’s division of conversational implicatures into PCls
versus GCls, arguing that all the implicatures are context-dependent, although to varying degrees.
See, for example, Carston (2002), Hirschberg (1991), Sperber and Wilson (1986/1995).

10



The implicature is that the garage round the corner is open and sells petrol.
Here, claims Grice, it is the obvious connection between A’s utterance and B’s
utterance, which yields the ‘what is implicated’.’

Although our study tests understanding levels of interpretation only when
non-figurative language is involved, some place should be given to cases where
figurative uses of language are employed. Grice (1989) analyzed figurative language
as mediated by implicature, as the outcome of the flouting of a maxim (or maxims).
He attributes the understanding of irony, metaphors and hyperboles to flouting the
first maxim of quality ("do not say what you believe to be false" p. 27).

The innovations of the Neo-Griceans can be seen as amounting to two major
contributions: reducing the number of maxims and sub-maxims into two or three
(Atlas and Levinson 1981; Horn 1972, 1992; Levinson 1998, 2000), which is not
relevant to our study, and will therefore not be discussed here, and broadening the
definition of the term GCI, especially by Levinson (2000), which is relevant to the
current study.

This broadening has created a level which is said to be automatically and
unconsciously understood, and yet, still counts as implicated. Here we will address

this level as 'Explicatedmin’.

1.2.1.3 Neo-Griceans’ Explicatedmin8
The Neo-Griceans (Horn, 1972, 1984, 2004; Levinson, 1998, 2000; Saul,
2002b) adopted Grice’s basic division into ‘what is said’ and ‘what is implicated’, but

they did refine these levels, mainly by subjecting more content to a minimal concept

" 1t should be noted that most of Grice’s instances of PCIs result from flouting one or more of his
Maxims. However, as this study does not concern each of the Maxims as a unique concept, we chose
to exemplify Grice’s PCIs by an example in which, apparently, no maxim is violated.

& Note that we are here using our terminology rather than that of neo-Griceans.

11



of ‘what is said’, here named - ‘Explicatednin’. They follow Grice, arguing that the
grammatical level of a meaning representation is much narrower than the level of
inferred content, which is then augmented by implicatures in order to arrive at what is
conveyed. Minimalists try to characterize the components which constitute
‘Explicatednyi,” on the assumption that minimal inferencing suffices to define a useful
‘Explicatedn,’ representation.

The only inferred aspects allowed by Grice (1989) are assigned references
and disambiguation, which, according to Grice, are needed in order to get to "a full
identification of what the speaker had said" (Grice, 1989: 25). This adds a rationale
for these enrichments: they are said to be mandated by the grammar. In other words,
they are necessary for conveying a truth-evaluable proposition on the one hand, and
they are grammatically obligatory on the other hand. At the same time, some
Minimalists agree with Maximalists that it is rarely the case that the bare semantic
content of a sentence equals the proposition uttered (see, for example, Cappelen and
Lepore, 2005; Horn, 2006).

Following Recanati (1989, 1993), Neo-Griceans assume that addressees are
not actually consciously aware of the level of ‘Explicatedmi,” (Bach, 1994; Berg,
2002). The function of this level is to account for the interlocutors’ basic linguistic
competence (so it need not then be truth-evaluable even). Borg (2005), for example,
argues against the necessity of reaching a fully truth-evaluated propositional content
at that level.

Following Grice (1989), Levinson (2000) argues that GClIs should be taken

as presumptive (or default) interpretations:

12



(7) A:"What time is it?"
B: "Some of the guests are already leaving."
(8) A:"Where’s John?"

B: "Some of the guests are already leaving." (Levinson, 2000: 16-17)

According to Levinson (2000), the GCIs in both contexts are the same: ‘Not
all the guests are already leaving’ (Levinson's shared-inference concept), but the PCls
in these two contexts are quite different: ‘It must be late’, and ‘Perhaps John has
already left’, respectively (Ibid). It is the formula ‘some x are G’ that has the default
interpretation of ‘not all x are G’, regardless of context, unlike PCls, which are, as
shown above, highly context-dependent.’

Note that these GCIs or presumptive meanings are almost automatically
derived, and hence, suggests Levinson (2000), they are actually located between the
coded grammatical end of meaning and the inferred implicature end of meaning. For
Levinson, GCIs are thereby a part of ‘what is said’, yet, they are cancelable.™
According to Levinson, the process of understanding begins when the semantic
representation derived from the syntactic structure and lexical items is derived. This
representation may turn out to be underspecified. In such a case the need for
pragmatic intervention arises ("Gricean pragmatics I"). This stage in the process of
interpretation includes the contribution of GCls as well as reference resolutions and
disambiguation. The output received from this stage is the input of a second pragmatic
intervention (“Gricean pragmatics I1"), which ultimately leads to inferring the PClIs.

Characterizing a set of generalized pragmatic restrictions which constitute a

systematic tendency to interpret an expression in one univocal way regardless of

° But see Breheny, Katsos, and Williams (2006) for a different view.
19 Regarding cancelability of GCls, see Levinson (2000) and Bach (2006b).
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context, Levinson (2000) offers a detailed new typology of GCls. This typology is
based on what he calls different ‘classes of utterances’ or ‘utterance-types’ (p. 25).
These, in turn, are categorized by three heuristics he offers.!!

Borg (2009) points to a problem that Levinson's (2000) theory encounters.
She argues that Levinson ultimately presents two separate divisions. The first consists
of linguistic meanings and GCls, both processed automatically, versus PCIs, which
are interpreted based on the context. The second comprises linguistic meanings on the
one hand, and GCls and PCls, which include implicated materials, on the other hand.
These two different divisions, claims Borg, blur the overall differences between all
three categories, as the category of GCls behaves differently in each division. She
proposes another minimalist model for implicatures. According to her model, the
output of processing linguistic semantic meanings serves as the input for two separate
cognitive systems. The system responsible for recovering GCls is a relatively limited
system, which operates on the basis of statistical calculations of the speakers'
accumulated linguistic experiences. PCIs, on the other hand, are inferred by a more
general (or holistic) system, which enables access to the context the speaker is
encountered with.

A unique version of Minimalism is presented by Bach (1994 and onwards).
Bach (1994) adopts Grice’s minimalist approach to ‘what is said’, but while adopting
the Gricean dichotomous distribution, he adds his own intermediate level: the
conversational impliciture. Bach (1994, 2006a,b) claims that it is this middle level
that completes the linguistic meaning into a full proposition.> Bach distinguishes

between two processes that lead from the indeterminate linguistically-specified

' Levinson's Heuristics, just like Grice's Maxims, will not be discussed here, as they are well known
and not directly relevant to this study. However, whenever a Levinson's Heuristics is relevant, it will
be briefly addressed. See the study of Larson et al. (2009), section 1.3.5 below.

12 And see Arseneault's (2008) Austere Account, which, following Bach, argues that ‘what is said’ does
not have to be based on a complete proposition.
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content to implicitures: completion and expansion. Completion is a grammatical
process whereby a grammatically incomplete utterance is enriched to form a full
proposition. Expansions complete a grammatically complete sentence by reference to
world knowledge in order to make it relevant. In (3a), for example, an act of
completion turned the proposition full and determinate, whereas in (3b) it is an act of

expansion which does the job:

9 a The lamp is cheap. [relative to other lamps] (Bach, 1994: 128)

b. | have eaten breakfast. [today] (Ibid. 134)

In (9a), since ‘cheap’ is a relative term, it is said to grammatically require an
enrichment such as is specified in square brackets. In (9b) the sentence is
grammatical, yet not conceptually complete, hence the enrichment. Bach’s impliciture
is an enriched version of Grice’s ‘what is said’, and similar in many aspects to the
Relevance-theoretic explicature (see 1.2.2.1 below).**

In sum, for this study Explicatednin is understood to include only inferences
which involve reference assignment, disambiguation (Grice, 1981), or GCls (Bach,
1994; Horn, 1984; Levinson, 2000), whereas Explicatedyax consists of all explicated

contributions.®

13 Bach's expansion-type impliciture is very similar to Recanati's (2004) enrichment (see 1.2.2.1
below).

"1t should be noted, however, that there are differences between the two. Carston's (2002) higher-
level explicatures, for example, are not considered implicitures by Bach. According to Bach, they do
not convey the speaker's intentions. In general, Bach claims, the locutionary content does not include
the illocutionary act as a part of its meaning (Austin, 1962). This type of explicature will not be
discussed here.

15 Most of our experiments (1-3) treat the explicature as a monolithic category. In other words, we do

not differentiate between Explicated,;, and Explicated ., Experiment 4 is the only experiment
where these three categories are compared to one another.
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1.2.2 A trichotomous division into linguistic meaning, explicature, implicature

Sperber and Wilson's Relevance theory (1986/1995) proposes an alternative view.
They argue that comprehension of each level of interpretation must rely on inferred
pragmatic contributions, as words cannot directly encode thoughts. When it is done in
natural discourse, pragmatic processing is then involved in recovering not only what
is implicated, but also what is said. Ascribing greater importance to pragmatic
contributions in determining what is said, Sperber and Wilson extended Grice’s
dichotomous division into a trichotomy. Since the notion of 'Relevance’ plays a major
role in this theory as well as in our study, we will address this concept first.

Whenever the term 'Relevance’ is mentioned in this thesis, it refers to Sperber
and Wilson's (1986/1995) definition. Sperber and Wilson have presented a
framework, within which the degree of relevance the inferred content bears to the
addressee plays a major role in understanding 'what is meant'. They argue that in order
to understand any aspect of 'what is meant’, the addressee must retrieve a set of
assumptions from her/his cognitive environment. The inferred content will be based
on these assumptions, which, combined with the content of the new utterance, will
yield some contextual implications. Which assumptions are chosen? Those that ensure
that the presumption of ‘optimal relevance’ implicitly communicated by all utterances
(ostensive stimuli) is satisfied.

The relevance of any input to cognitive processing, whether communicated
or not, depends on two factors: the processing effort the receiver has to undertake in
retrieving the suitable set of assumptions in order to derive the contextual effects, and
the amount of contextual effects gained. A greater number of contextual effects means

a higher degree of Relevance, while a greater degree of effort lowers relevance.
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Hence, according to Relevance Theory, the degree of relevance of a stimulus depends

on the following two conditions:

Extent condition 1: an assumption is relevant in a context to the extent that its
contextual effects in this context are large.
Extent condition 2: an assumption is relevant in a context to the extent that

the effort required to process it in this context is small. (p. 125)

The addressee of an utterance follows a path of least effort in accessing
interpretations and stops when he arrives at the ‘optimally relevant’ interpretation,
that is, the first one accessed which satisfies his occasion-specific expectations of
relevance (in particular, which has sufficient contextual implications, or contextual
effects more generally).

This thesis is especially interested in the importance of the contextual effects
and the influence they have on the relative degree of the Relevance of an inference
within a specific context. As noted above, in using the term ‘relevance' throughout this
thesis, we adopt Sperber and Wilson's (1986/1995) definition. Thus, when we later
refer to degrees of deniability, for instance, a less relevant inference, i.e., an inference
carrying relatively minor effects (in quantity or in quality), is predicted to be more
easily deniable.

We have already mentioned Bach’s (1994 and onwards) proposal for an
intermediate representation, his impliciture. Whereas for Bach this is proposed in
addition to Grice’s ‘Explicatednmin’, Sperber and Wilson do away with ‘Explicatedmin’.

They have introduced an intermediate level, which is supposed to consist of both
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grammatical and (only some) inferred materials. This representation is richer than

‘Explicatedmin’, and is hence called ‘Explica‘[edmax’.16

1.2.2.1 Explicature

Sperber and Wilson (1986/1995) introduced a new level of interpretation -
the explicature. Like the original ‘what is said’, the explicature is an intermediate
level of interpretation, which includes linguistic meanings alongside certain
pragmatically inferred interpretations.” The rationale behind the concept of the
explicature is the need to turn the linguistic meaning, often too poor to express a
complete proposition, into a truth-evaluable proposition. The explicature is said to be
explicit (to different degrees) despite the fact that it contains inferred elements.

Sperber and Wilson’s (1986/1995) definition of explicitness is as follows:

An assumption communicated by an utterance U is explicit if and only if it is
a development of the logical form encoded by U.” (p. 182)
Hence, “an Explicature is a combination of linguistically encoded and

contextually inferred conceptual features. (1bid)

Sperber and Wilson insist that the linguistic meaning is very strictly the ‘logical
form’, which is often far from a complete truth-evaluable proposition.'® Hence, the
linguistic meaning actually underdetermines what is said.

Unlike Grice, for them the gap between the linguistic meaning and the truth-

evaluable proposition (‘what is said’ for him, the Explicature for them) is taken to be

181t should be noted that this study treats the dichotomic and trichotomic divisions as rivalry models,
yet some, e.g. Saul (2002a), claim they are not necessarily in competition.

17 See also Carston (2004b) and Wharton (2003).

18 See Stanley (2000) for a different view with regard to the logical form.
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quite substantial. Pragmatics has a far more important role in determining the
speaker’s intended proposition (see especially Wilson and Sperber, 2002). At the
same time, not all pragmatic inferences are considered explicated. Only inferences
which have an effect on the truth conditions of the proposition form part of the
explicature. Truth conditions are therefore defined, according to Relevance theory, at
the pragmatic level, which is why Recanati (2010) refers to Truth-Conditional
Pragmatics, rather than semantics (in short, TCP). It follows that Sperber and Wilson
assume that inferences contribute more to creating what constitutes a full
propositional content than does Grice. In other words, compared to ‘Explicatedmin’,
‘Explicatedmax’ includes much more inferred content, and is based on a much more
considerable influence of context and speakers’ intentions. In addition to bare
semantic meanings, this level includes specific types of pragmatic inferences which,
alongside the semantic meanings, are supposed to create the full, truth-evaluable
proposition intended by the speaker. Thus, the distinction between explicatures and
implicatures is not equated with the semantic/pragmatic distinction (Carston, 2001;
Hall and Carston, 2012). Moreover, the pragmatic inferences included are not
necessarily grammatically triggered.’® For example, the utterance in (10) may give

rise to several explicatures:

(10) Mary has said to Peter, ‘It will get cold’.
a. The dinner will get cold very soon.
b. Mary has said that the dinner will get cold.

c. Mary believes that the dinner will get cold very soon.

9 But note that some of the inferences which are not considered grammatical by Relevance
theoreticians are grammatical for Recanati (2004). And see Carston (2002) for a different view.
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Whereas its implicature (or rather, one of the possible implicatures) is:

(11) Mary wants Peter to come and eat dinner at once. (Sperber and Wilson, 1995:

178-181)

As can be seen in (10) and (11) above, the logical relation between
explicatures and implicatures is asymmetric: only the first can entail the latter.?’ This
analysis is different from the Gricean one, where Mary's exact utterance, i.e. 'The
dinner will get cold' is taken to be ‘what is said’, and (10a-c) - implicatures (11 is an
implicature for Griceans too, of course).

Like Relevance theoreticians, Recanati too ascribes greater importance to the
context, arguing that "Semantically underdetermined expressions are such that the
content they contextually express depends upon the speaker's meaning, thus blurring
the semantics/pragmatics distinction." (2004: 159). Hence, Recanati (1989, 2001,
2004) too, broadens the level of the original ‘what is said’, arguing that this level
includes inferences which, he adds, are intuitively inseparable from the linguistic

meaning, according to his Availability Principle:

In deciding whether a pragmatically determined aspect of utterance meaning
is part of what is said, that is, in making a decision concerning what is said,
we should always try to preserve our pre-theoretic intuitions on the matter.

(1989: 310)

% Byt see Fretheim (2009) for a different view.
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These pre-theoretical intuitions should determine which of the many
pragmatic inferences are inseparable from the linguistic meaning. Let’s consider, for

example, the proposition in (12) (and cf. with Bach’s (1994) process of expansion)*":

(12) T’ve had breakfast [this morning] (2004: 124)

Recanati claims that the enrichment of the given sentence in (12) by adding
‘this morning’, for example, must be intuitively accessible to interlocutors since this
additional component must be retrieved for the addressee to understand the sentence
within discourse. He argues that the non-enriched version of (12), ‘I’ve eaten
breakfast at some point in my life’ is not even consciously available to speakers.?

Recanati (2004) further claims that every asserted proposition is affected by
pragmatic processes, and thus ‘what is said’ can never be a purely semantic notion.
This view follows Wittgenstein (1953/2001), who argued that a word has a meaning
only when it occurs within context.”® Recanati sketches a Situation theory in which a
sentence can be semantically evaluated or the proposition can be evaluated "with
respect to the situation figuring in the content™ (p. 123).

Regarding the Relevance-theoretic Explicature, Recanati (2004) divides the
inferences included in this category, which he calls 'primary processes' into two

categories: saturation and enrichment.? Saturation is a mandatory contextual process,

2! Despite this similarity between Recanati’s explanation for (12) and the one made by Bach, Bach
rejects Recanati’s contextualism. See especially Bach (2007).

22 |t should be noted that the Availability Principle is sometimes adopted even by those who reject
Recanati’s contextualism as a whole, e.g. Arseneault (2008).

% This study does not address the difference between Recanati’s contextualism and Relevance theory’s
pragmaticism, as presented in Carston (2009).

2 In fact Recanati includes additional primary processes such as disambiguation alongside saturation,

and loosening and semantic transfer alongside free enrichments.
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which is necessary in order to create a sentence conveying a truth-value bearing
content, in the sense that Frege was referring to (Frege, 1956: 296).

Saturation is always based on correspondence to a constituent in the
preceding context or in the sentence itself. It fills the gaps in the representation of a
sentence in the process of finding a purely semantic interpretation. Examples of
pragmatic additions that result from saturation are completions of fragmentary
answers, or as Carston (2002) calls them ‘subsentential utterances' (p. 152), and
reference assignments. Enrichment, on the other hand, is a process in which an
utterance is already a complete proposition, yet it seems to semantically mean
something which is counterintuitive. Enrichments are optional, only pragmatically
required, and not linguistically mandated. Recanati holds that "...for such processes to
take place, there is no need to antecedently compute the proposition literally
expressed " (Recanati, 2004: 27).

Examples of pragmatic additions that result from enrichment are pragmatic
additions to the meaning of conjunctions and default enrichments. Both saturation and
enrichment are what Recanati calls ‘primary pragmatic processes', which precede
inferring the Implicature (the secondary processes) in the process of understanding an
utterance.?® Unlike the nature of the primary pragmatic processes, which correspond
to the processes leading to inferring an explicature, here Recanati and Relevance
theory tend to disagree. While Recanati opts for a process built on stages, where the
output of a certain stage is the input of the next one, Relevance theoreticians do not
rule out a parallel processing of information, where explicatures and implicatures can

be derived at the same time.

% Recanati's observations and definitions of saturation and enrichment will guide us in interpreting
some of our findings pertaining to the materials constituting the explicatures. See Chapter 3, section
3.4 below.

22



Carston (2002) agrees that Relevance theory and Recanati have much in
common with regard to the propositions explicated or implicated by an utterance, and
that they only use different terminology. However, she doubts that the Availability
Principle is the right way to explain the understanding process, as it relies too much
on intuitions.

To clarify the hybrid nature of explicatures, which consist of linguistically
specified as well as inferred materials, Ariel (2008 and onwards) differentiates
between explicated inferences, which are the inferred part of the explicature, and the
explicature itself, which refers to the entire content of an utterance (semantic and
explicated inferences alike). We can then compare between the competing
implicatures and explicated inferences, and between implicatures, explicatures and
bare linguistic meanings.?®

As mentioned above, Sperber and Wilson (1986/1995), as well as Carston
(2002), have also argued that different explicatures are explicit to different degrees.
Those explicatures that require more pragmatic work are less explicit than those that

require only minimal inferencing. For example:

(13) a. Mary Jones put the book by Chomsky on the table in the down stairs sitting-
room.
b. Mary put the book on the table.
c. She put it there.

d. On the table. (Carston, 2002: 117)

% The gap between the linguistic meaning and the explicature was later widened by Relevance
Theoreticians. For example, according to Carston (2002), pragmatics has the power to obliterate
semantic specificity (‘broadening' or 'loosening’) or add to it, thus rendering the meaning more
specific ('narrowing’). Carston argues that both broadening (or loosening) and narrowing are possible
outcomes of the same process responsible for deriving the explicature. It should also be noted that
what is considered as implicature has changed under Relevance theory. For example, metaphoric
interpretations are now taken to be part of the explicature.
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Any utterance of the above may explicitly convey the same content in
context, but while 13(a) will need very little inferential work to achieve a close-to-full
explicitness, (13b-d) will need quite a bit more. So, while the explicature derived from
(13a-d) may be the same, when derived from (13a) it is much more explicit than when
derived from (13d). Since they (also) consist of inferred materials, explicatures may
be considered to be cancelable (Ariel, 2008; Carston, 1988, 2002), but since they
consist of grammatical constituents as well, and very crucial to determining the truth
conditions of the proposition expressed, they have been taken by some as
uncancelable (Burton-Roberts, 2006, 2010; Capone, 2009).%

It should be noted, however, that the disagreement between (neo-) Griceans
and Relevance theoreticians does not revolves around terminology or the
categorization of some pragmatic enrichments alone. This only attests to the deeper
debate, which addresses the semantic-pragmatic division of labor. Levinson, (1983
and mainly 2000) attempts to bridge over the Gricean gap between the encoded
linguistic meanings and the truth-conditional content of utterances, by introducing his
‘presumptive meanings'. These inferences are considered implicatures, as they are the
result of various pragmatic processes: disambiguation, indexical and reference
resolution, enrichment and completion of fragmentary (subsentential) utterances.
However, like the "said", they also affect the truth-conditional content of an utterance.
Hence, claims Carston (2002), these inferences "...contribute to the recovery of the
proposition expressed by the utterance.” (p. 98), just like Relevance Theory maintains.
Relevance Theory therefore advocates a division between linguistic semantics, and

truth-conditional semantics. Linguistic semantics provides the encoded input, which is

%7 This study will attempt to show that pragmatic ‘Cancelability’ differs from semantic Cancelability,
and is more complex.
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changed by pragmatic processes. The outcome is the propositions that truth-
conditional semantics deals with. Truth-conditional semantics, unlike linguistic
semantics, is not context-invariant, and hence, it refers to the communicated meaning
of a sentence, including all inferences (Carston 2002, 2008).%

The two models also differ on the variety of pragmatic enrichments which
are included in neo-Griceans' GCls and in Relevance Theory's Explicatures. The latter
may include additional types of pragmatic contributions, such as enrichments of

conjunction indirect speech (higher level explicatures).

1.2.2.2 Post-Griceans’ Implicature

Unlike explicated inferences, which have an impact on truth-conditional
content, implicatures only contribute to the overall conveyed meaning of the
utterance. That much is universally accepted. Relevance theoreticians, however, treat
implicatures differently from Neo-Griceans. First, they do not find the PCI versus
GCI distinction useful. For them, GCls are either explicated inferences (as in the case
of scalar implicatures) or else, they are PClIs, which happen to be generated rather
often. Second, Sperber and Wilson (1986/1995) draw a distinction not drawn by
Griceans, between two types of conversational implicatures: implicated assumptions
and implicated conclusions. Since both are pragmatically-derived, they are equally
treated as implicatures by Griceans. But they play quite different roles in discourse.
Implicated assumptions are pragmatically-derived assumptions needed for deriving
implicated conclusions, which is the only reason for their derivation. They do not

carry a take-home message in themselves. The implicated conclusion, on the other

% See Austin (1962) for a similar (philosophical) view.
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hand, carries contextual implications of the utterance. These are taken to be a part and
parcel of the speaker’s intended message.

This study follows Ariel (2008) in assuming that what Sperber and Wilson
call ‘implicated assumption’ is often closer to Searle’s (1979, 1983) concept of
Background. Searle (1983) has argued that a definite set of truth-conditions for a
sentence can be determined only against a set of “preintentional assumptions that are
not part of the literal meaning of the sentence.” (p. 145). That is, these assumptions
are not intended by the speaker. He calls this set of assumptions “Background”. Since
the interpretation of sentences is context-dependent, it relies on the Background, such
that, if we change the Background, the truth conditions of the same sentence will be
altered as well. For example, the verb “open” has different meanings in “opened the
door” and in “opened the wound”. This difference, argues Searle (1983), is the
outcome of different Backgrounds of capacities and social norms, which are
preintentionally assumed when understanding these two phrases. The similarity
between Searle's Background, and Sperber and Wilson's (1986/1995) ‘implicated
assumptions' lies in the fact that these assumptions are absolutely necessary for a
successful act of communication on the one hand, but on the other hand, the
assumptions are not part of the informative intention of the speaker. However,
whereas Searle maintains that it is possible to encode a proposition which remains
constant across all contexts, Sperber and Wilson (1986/1995) and especially Carston
(2002), claim that as any verbal context is always interpreted against a set of
Background assumptions, it is not likely that linguistic stimuli are enough to encode a
full proposition.

This claim is supported by two features of this type of inference: it cannot be

easily denied, and it is not a part of the speaker’s intended message. This type of
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inference cannot be considered a linguistic presupposition either, since it is not
linguistically marked. When addressing implicatures, this study refers only to Sperber
and Wilson’s ‘implicated conclusions’.

In addition to introducing these two new sub-types of implicatures, Sperber
and Wilson (1986/1995) recognize degrees of strength of implicatures: "Some
implicatures are made so strongly manifest that the hearer can scarcely avoid
recovering them. Others are made less strongly manifest." (Sperber and Wilson,

1986/1995: 197). Let’s take an example:

(14) Peter: Would you drive a Mercedes?

Mary: I wouldn’t drive ANY expensive car. (p.194)

In trying to make Mary’s utterance relevant, Peter may retrieve from his
accessible world knowledge the assumption ‘Mercedes is an expensive car’, which
will yield the very strong contextual Implicature: Mary wouldn’t drive a Mercedes.
However, Peter may retrieve other assumptions, which will summon other
implicatures. If he retrieves, for example “People who refuse to drive expensive cars
disapprove of displays of wealth” (p. 197), it is reasonable that the inferred
implicature will be ‘Mary disapproves of displays of wealth’ (Ibid.). This is not as
strong an implicature as the one mentioned above. According to Sperber and Wilson
(1986/1995), the relative degree of strength of implicatures may vary according to the
degree of “"the mutual manifestness of the informative intention” (p.199). Thus, the
implicature 'Mary wouldn't drive a Mercedes', as a fully determinate conclusion,
which follows the Principle of Relevance, must be supplied by the addressee. On the

other hand, the addressee is only encouraged at best to supply the implicature ‘Mary
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disapproves of displays of wealth' which is therefore weaker than 'Mary wouldn't
drive a Mercedes'. In other words, the inference 'Mary disapproves of displays of
wealth' is compatible with the speaker's answer, yet it is not mandatory for rendering
her answer relevant to the discourse as '‘Mary wouldn't drive a Mercedes' is.

Sperber and Wilson (2008) address different degrees of strength of both
contextual implications and conversational implicatures. Contextual implications are
the inferences which are derived from an utterance in a certain context in order to
view it as relevant. Their relative degree of strength is determined by the degree of
probability that these implications are true. This distinction is not relevant to our
study, since we did not test such differences. Distinctions between stronger versus
weaker conversational implicatures, however are relevant to our study. As Sperber
and Wilson stress, the relative strength of the speaker's manifest intentions determines
the relative degree of strength of the implicatures. The weak versus strong implicature
was indeed tested and found to be significant.

Sperber and Wilson connect these degrees of inference strength to speakers’
intentions and to the hearers’ ability to retrieve the appropriate assumptions. These
assumptions will induce inferring the intended message: "The weaker the
implicatures, the less confidence the hearer can have that the particular premises or
conclusions he supplies will reflect the speaker’s thoughts..." (p. 200).29

Like Griceans, Relevance theoreticians, also address the issue of usage of
non-literal, or figurative, language. Unlike Griceans, they argue that metaphors are
comprehended by the same inferential procedures which apply to literal uses of
language, and dispute their distinctiveness. Hence they call it a deflationary account’

(Sperber and Wilson, 2008). In other words, the search for optimal Relevance is

# Jaszczolt (2009, 2010) has transformed these differences into gradability of strength of inferences.
See f. 34.
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employed in the process of understanding figurative language as much as it is
employed in the process of understanding non-figurative language. Both are guided
by the pragmatic mechanism resulting in the creation of an ad-hoc concept, which fits
the specific circumstances. However, the encyclopedic knowledge retrieved in order
to understand literal language differs from the one retrieved to understand figurative
language.

It should also be noted that some Relevance theoreticians point at differences
between metaphors and other loose uses of language, e.g. hyperboles, and even
between types of metaphors, with regard to their processing (e.g. Carston and
Wearing, 2011). Nevertheless, these studies adhere to RT's deflationary account of

metaphor, as introduced by Sperber and Wilson (2008).

1.2.3 The Privileged Interactional Interpretation (P11)

So far we presented two adversarial theories concerning a theoretical division
into levels of interpretation. However, there are other, more recent approaches, which,
although adopting the basic Maximalists' theoretical division, focus on another level,
an interactionally-defined level, the level constituting the intended interpretation. This
intended interpretation is called the Privileged Interactional Interpretation, by Ariel
(2002, 2008, 2010) and the Primary Meaning by Jaszczolt (1999, 2005, 2009, 2010).
It can sometimes be more than its so-called upper boundary, ‘Explicatedmax’, while on
other occasions it can contain even less than ‘Explicatedp;s’.

So, discursively, what is defined as a Privileged Interactional Interpretation
or a Primary Meaning is heavily context-dependent. In most cases it is equivalent to

2

‘Explicatedmax’. Yet, these approaches do not rule out instances in which the

Privileged Interpretation is equivalent to ‘Explicatedmin’, or even to less than that
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(especially Ariel, 2008: 304). Similarly, there are instances in which it is the
implicature that constitutes the Privileged Interpretation, or as (Jaszczolt, 2009) puts
it: “it is a fact of conversation that strongly intended implicit meanings often surface
as primary meanings.” (2009: 17). This is the outcome of an interactional definition of
what is commonly considered the conveyed content, which, we believe, is
pragmatically a truth-evaluable content. This definition is based on the way
interlocutors understand the PII in discourse, and therefore relies on a discursive
criterion.

Let’s consider two of Ariel’s examples. In (15), the bare linguistic meaning
of ‘midnight’, rather than its explicated interpretation, is taken as the Privileged
Interactional Interpretation for one of the interlocutors (the operator). In (16), it is the
strong implicature which constitutes the Privileged Interactional Interpretation that

determines the truth conditions of the proposition expressed:

(15) M.A. (San Francisco): I’d like to leave a message for X.
Hotel Operator (New York): I’ll connect you to their room.
M.A.: No, no. I don’t want to wake them up. It’s midnight in New York!
Operator: No, it’s not.
M.A.: What time is it there?

Operator: It’s 11:53 (10.13.1998, Ariel, 2008: 302)

In (15) the Explicature, the enriched meaning relevant in the discourse, i.e. ‘around
midnight’, ‘too late to call people up’, is rejected in favor of the bare, here rather

implausible, linguistic meaning, of ‘exactly midnigh‘[’.30 Next:

% See Ariel (2008) for wise-guy interpretations.
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(16) Boss (in a job interview): You have small children. How will you manage the
long hours of the job?

H.D.: I have a mother (Originally Hebrew 6.14.1996, Ariel 2008: 300)

H.D.’s explicature (here, close to the linguistic meaning) is true, as she
indeed has a mother. However, in fact, her mother never helps her with the children.
Thus, the strong implicature that H.D.’s mother will help her take care of the children
if she needs to work late is false. According to Griceans and even post-Griceans (see,
for example, Carston, 2004a), implicatures are not expected to influence the truth
conditions of the propositions expressed, but when reporting about this conversation,
H.D. herself introduced it as a case in which she lied. That is, she seems to have

considered her strong implicature as the PII, and felt committed to its content. Indeed,

2 2

proponents of both ‘Explicatednyi,” and ‘Explicatedma’ would argue that the truth-
conditional content of the utterance is: H.D. HAS A MOTHER. However, as
demonstrated by H.D.’s own interpretation of what she said, i.e. that she had lied, this
content does not meet the conditions needed to make this sentence true, or at least not
so for the speaker herself. Rather, it is the implicature that is judged as true/false
here.** Being highly relevant to the discourse is what makes the implicature in (16)
the Privileged Interactional Interpretation, which then determines the truth conditions

of the utterance. These Privileged Interactional Interpretations depend on the

speaker’s intentions and do not necessarily follow any given formula of explicated or

31 We believe that our interpretation is the correct one here, although we are aware of the possible
difference between 'lying' and 'misleading’, as well as of interlocutors' tendency to sometimes use
words loosely in ordinary speech. This reservation should be taken into account in other cases, where
the implicature is not so interactionally strong. In such cases, we believe, the speaker would not use
the verb 'lie".
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implicated materials. In fact, they are orthogonal to the scale made of the different
levels of interpretation.

Jaszczolt’s (2005, 2009, 2010) Default Semantics model is also a new
Contextualist model. Her Privileged Interpretation is called ‘the Primary Meaning’,

which is

...the main message intended by the Model Speaker and recovered by the
Model Addressee and it becomes the primary object of semantic analysis
independently of its relation to the syntactic form of the uttered sentence.

(2010: 197).%

In other words, Jaszczolt's (2005, 2009, 2010) Default Semantics allows for each of
the levels to count as the ‘Primary Meaning’, provided it is a highly relevant
interpretation in the specific discourse. That is, her ‘Primary Meaning’ is the most
salient interactional interpretation of an utterance. This representation is independent
of syntactic constraints and therefore does not necessarily constitute a development of
the logical form of the sentence, as in the Maximalist models. Her Primary Meanings

are modeled as units which yield a truth-conditional analysis. For example:

(17) Child: Can I go punting?
Mother: You are too small.
a. The child is too small to go punting.

b. The child can’t go punting. (2009: 18)

% |t should be noted that unlike Jaszczolt, Ariel does not have a ‘Model Speaker’ in mind, thus,
differences between speakers are possible.
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Maximalists would say that (17a) is the relevant explicature, whereas (17b) is
its implicature. Unlike Maximalists, however, Jaszczolt (2009) argues that the
primary meaning here is the one in (17b), because it is the one which corresponds to
the strongest communicative intention. Hence, Jaszczolt, as opposed to other
contextualists, rejects the necessity of ‘the logical form” as a necessary building block
of ‘Explicatedmax’. Moreover, Jaszczolt’s Default Semantics need not adhere to the
criteria differentiating the ‘explicit’ from the ‘implicit’, as her Primary Meanings, just
like Ariel’s (2002 and onwards) Privileged Interactional Interpretations, are
orthogonal to the explicit/implicit distinction.

To summarize, both Ariel and Jaszczolt argue that when examining
discourse, Privileged Interactional Interpretations (Ariel) or Primary Meanings
(Jaszczolt) are the relevant ‘Explicatedmax’, although they do not necessarily
correspond to the defined explicature. Rather, they are orthogonal to the division of
levels of interpretation according to their degrees of explicitness/implicitness. Both
consider speakers’ intentions crucial in understanding the discourse-relevant level of
interpretation.® Thus, they both assign an important role to the speaker’s intentions in
determining the degree of strength of an interpretation.*

On the face of it, these approaches seem to enable almost anything. There is
a danger then, that any possible finding can be seen to support the theory. But this is
not the case. We should bear in mind that these two approaches opt for orthogonal
relations between the PII and the theoretical levels introduced by both Minimalists
and Maximalists. Thus, the chances that weak implicatures serve as the Privileged

Interpretation are much smaller than those of the explicatures or strong implicatures

% We should emphasize that having these additional discursive representations of meaning are not at
all incompatible with the Maximalist approach, and especially Relevance Theory, as will be
extensively explained in Chapter 2.

% Jaszczolt (2009), for example, explicitly advocates gradable intentionality, and Ariel (2008) suggests
different degrees to which the speaker is committed to some interpretation.

33



(Ariel, 2008; Jaszczolt, 2009, 2010). Both Ariel and Jaszczolt seem to agree that the
relative strength of an interpretation within the specific discourse determines the
likelihood that the interpretation will be taken as the Privileged Interpretation. They
add that this strength depends on relevance in the sense defined by Relevance theory
(see 1.2.2 above), as well as Speaker’s commitment.

Disregarding the differences between different Maximalist views, it can be
said that all those who opt for ‘Explicatedmax’ agree on a much larger semantic-
pragmatic interface than the one suggested by Minimalists. This interface is present at
that level of interpretation, creating a combined meaning representation which
includes more inferences than ‘Explicatedmin’.

So, whatever their names are, five theoretical levels of utterance meaning
must be considered: Bare linguistic meaning, ‘Explicatedn;n’, ‘Explicatedmax’ss, strong
implicatures, and weak implicatures. What is the difference between the first two?
Minimalists include in their ‘Explicatedmi,’ linguistic meanings alongside a few
selected truth-conditions-effecting additions. These additions are the products of
reference assigning, ambiguity resolution (Grice), or special pragmatic structural
restrictions (Levinson). According to Maximalists, the addressee may have to
undertake major pragmatic processes in order to understand what the proposition
intended by the speaker expresses. ‘Explicatedmax’, therefore, consists of the linguistic
meaning augmented by explicated inferences which are not necessarily grammatically
mandated. This study attempts to examine how each of these theoretical levels
intersects with an interactionally-based scale of PII, in which highly communicated

content is stronger than less relevant content.

% Each of the three last levels, i.e. linguistic meaning, ‘Explicated,’, and ‘Explicated .’ can
constitute the Explicature.
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1.3 Different levels of interpretation — Empirical research

As noted above, this study aims to examine the psychological reality behind
various meaning representations by testing their ability to constitute the PIl. We
should point out that the PIl was not tested experimentally as such, yet experiments
where the contents of ‘what is said' was examined, may shed light on the nature of the
PIl as well. For that purpose we will look for both discursive and cognitive, or
psycholinguistic correlates of specific levels of interpretation — linguistic meaning and
two types of inferences: explicated and implicated ones. As the conclusions proposed
in this study rely on empirically-tested materials, this section provides a short review
of some of the most prominent experiments reported in the literature which pertain to
meaning representations, and are relevant to our study. This section, just like the
former, is organized around levels of interpretation. By describing these experiments,
this section tries to answer two questions:

1. Which of the levels described above has received experimental support?
2. What level of interpretation do speakers consider as the PII in discourse?

As most experiments compare between two or more levels of interpretation,
that is also the way they are described here. We will first present the experiments
which established the basic dichotomy between ‘what is said’ and ‘what is implicated’
(=implicatures), and then we will deal with each level separately. We should also
emphasize that this study disputes some of the meaning categorizations made in the
experiments presented here. For example, inferences defined as implicatures in the
experiments described below may be considered explicated inferences by this study.

These differences are described in detail at the end of this chapter.
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1.3.1 ‘Explicatedmin-max’ vs. implicatures

A set of experiments which demonstrated participants’ ability to differentiate
between ‘Explicatedmin-max’ and implicatures is presented in Hamblin and Gibbs
(2003). Hamblin and Gibbs compared ‘Explicatedmax’, Which they refer to as ‘what is
pragmatically said' and implicatures in order to find which is considered the
pragmatic ‘what is said’, or using our terminology, the P1l. Reading times served as a
measure of understanding of indicative sentences in context. Pairs of stories ended
with the same sentence, which, in one context, served as an enriched pragmatic

meaning and, in the other, as an implicature:

(18) Target = enriched pragmatic meaning
Ted and Michele ran into each other at the mall.
Ted asked Michele what she had been doing lately.
Michele said that she had been busy car shopping.
Looking for ideas, Michele decided to consult Ted.
Michele asked Ted about his own car.
Ted mentioned,

“ drive a sports utility vehicle.” (enriched pragmatic meaning) *

Target = implicature

Ted and Michele are planning a trip to Lake Tahoe.
Michele had heard that there was a terrible storm there.
She wondered if it was going to be safe for them to go.

Michele was concerned about the vehicle they would drive.

% We take their experiments as support for a more general distinction between 'Explicated' materials as
a whole, and implicatures, rather than a distinction between ‘Explicated,,x” and implicatures. See
explanation on page 23.
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She asked Ted if he thought they would be okay.
Ted replied,

“I drive a sports utility vehicle.” (implicature) (p. 64)

In the first context, what the speaker pragmatically says by I drive a sports
utility vehicle is similar to what he implies. That is because the listeners do not have
to infer any significant pragmatic meaning beyond the fact that he drives a particular
kind of car. However, in the second context, in addition to what the speaker says, he
also implies something significant beyond that meaning, i.e. that his car is safe to
drive in a storm. Therefore, what the speaker pragmatically says is different from
what he conversationally implicates.

Hamblin and Gibbs assumed that if it takes people longer to process a
conversational implicature (the second case) than it takes them to process ‘the
enriched pragmatic meaning (the first case), it suggests that processing the enriched
pragmatic meaning precedes processing the implicature, or at least, that it is a shorter
process.®” Indeed, their results revealed that people took less time to read the enriched
pragmatic meaning target sentences than to process the same sentences when they
also conveyed an implicated addition. They concluded that people take significantly
longer to derive a conversational implicature than to understand ‘Explicatedmin-max’,
although the same target sentence is involved. What is relevant to our study is the
possible conclusion that addressees seem to process ‘Explicatedmin-max’ and

implicatures differently. This supports the basic Gricean dichotomy, which is

% And see Recanati’s (2004) division to primary pragmatic information and secondary pragmatic
information. Recanati argues that primary processes are activated prior to secondary ones.
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universally accepted, in fact. *

From our point of view, in each of the contexts in (18) Ted's answer
constitutes the PIl, so Hamblin and Gibbs's experiment also shows that enriched
pragmatic levels, as well as implicatures, may serve as the PIIl. That is, Hamblin and
Gibbs's experiment reinforces our assumption that it is the context which determines

the level which is ultimately taken as the PII.

1.3.2 PII = ‘Explicatedmin’

As will be discussed later (see section 1.3.3 below), Gibbs and Moise (1997)
focused mainly on showing that addressees preferred to interpret the the PII as
‘Explicatedmax’. They were, however, also interested in examining ‘Explicatedmin’.
They wanted to check whether it is always the case that ‘Explicatedmax’ is chosen as
the PII. More specifically, can an appropriate context make addressees identify the
level of ‘Explicatedmin’ as the level which constitutes what the speaker saidp;,, rather
than ‘Explicatedmax’? And can untrained participants distinguish between different

types of levels of interpretation? Consider their following context:

(19) A Boy Scout troop was doing its civic service by cleaning up the park in the
middle of town. The park was a mess and the scouts needed many rakes and
shovels to do the job. One scout noted that there weren’t enough rakes for
everyone and said that two more were needed. The scout master told him to go
to the hardware store and ask for Ralph. The master said to the scout, Ralph has

two rakes. (p. 63)

% Note that this does not mean, however, that Grice was talking about sequential processing. Here we
accept Bach’s (2001a, 2004) distinction between ‘what is said’ as a semantic notion, and ‘what is
said’ as a distinct cognitive entity. According to Bach, the strictly semantic notion of ‘what is said’,
as presented by Grice, should not be influenced by the processing stage of its content.
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Here, according to Gibbs and Moise, it seems clear that what the master
meant by saying Ralph has two rakes is that ‘Ralph has at least two rakes and may
have even more,” while his implicated meaning is that Ralph can give the scout two
rakes. Hence, what the master meant to say in this situation is the minimal
interpretation of Ralph has two rakes, which is that Ralph has at least two rakes. Each
story was followed by two possible paraphrases of the last utterance. One paraphrase
reflected what is taken as the minimal interpretation (Explicatedmin), e.g. ‘Ralph has
at least two rakes and is likely to have more than two’, while the second paraphrase
reflected what is considered the enriched interpretation (Explicatednax), e.g. ‘Ralph
has two rakes but no more than two’.

The proportion of participants who chose the minimal paraphrases was
significantly higher than the proportion of participants who chose the enriched
paraphrases. Therefore, Gibbs and Moise concluded that in some cases people
understand what speakers say as conveying minimal, and not enriched, pragmatic
meanings, and understanding what speakers say depends on context. Hence, this
experiment of Gibbs and Moise supports the psychological reality of ‘Explicatednn’
as a discursive level of interpretation (the PII). Their claim is that in some, although
not most cases,*® what speakers intend to say may be equal to this level.*°

In another experiment Hamblin and Gibbs (2003) tested whether people can
recognize different pragmatic meanings which concern different levels of

interpretation. They used stories like the following:

% See ‘Explicatedy.’ below.
“0 1t should be noted that Relevance theoreticians readily agree that their explicature could correspond
with Explicaturep, rather than Explicature pay.
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(20) Bob is a new tenant in an apartment building.
His neighbor Jack lived there for four years.
Bob was concerned that the building might be too loud.
Bob decided to ask a neighbor.
Bob asked Jack, since he was the only neighbor Bob had met.
Jack replied:

“I usually sleep with earplugs.” (conversational implicature) (p. 71)

Participants were asked to grade on a seven-point scale (where 1 means

strongly disagree, and 7 means strongly agree) four optional paraphrases for the last

utterance:

(21) 1. Jack said that he uses earplugs when he sleeps. (Explicatedmin/max)
2. Jack said that the building is noisy. (implicature)
3. Jack implied that he uses earplugs when he sleeps. (Explicatedmin)

4. Jack implied that the building is noisy. (implicature) (1bid.)

Participants gave higher ratings to options 1 and 4. The paraphrase in 1
contained the verb said and the content referred to ‘Explicatednyn’ only, and the

paraphrase in 4 contained the verb implied and the content referred to what speakers

pragmatically implied (=implicature). The fact that participants did not opt for option
(2) and (3) demonstrates that interlocutors are aware of the difference between what
speakers say, or ‘Explicatednin’, and what they implicate. This finding supports the
assumption that the notions of ‘Explicatedmin-max’ and implicatures, both may

correspond with our PII, are psychologically real, and that they are distinct levels of
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interpretation. This experiment indeed shows that interlocutors distinguish between
'said' and 'implied’, however, it does not point to the level which has higher chances to

be considered the PII.

1.3.3 PII = ‘Explicatedmax”

Gibbs and Moise (1997) also demonstrated differences between
‘Explicatedmax’ and ‘what is implicated*, by placing their target sentences in contexts
which availed the non-minimal interpretations. Despite the findings reported in 1.3.2,
which supported ‘Explicatedni,” as the level which equals the PII, they now show that
in fact, the PII is for the most part equivalent to ‘Explicatedmax’, i.e. the explicature. In
the first experiment, similar to the one reported above, the participants were given
sentences, and were asked to determine what speakers might have said when uttering
these sentences. Each sentence was followed by two paraphrases: one reflected the
minimal meaning, i.e. ‘Explicatedmi,’, and the other — the enriched meaning, i.e.

‘Explicatednyax’. For example:

(22) The old king died of a heart attack and a republic was declared.
(@) The old king died of a heart attack, either before or after a republic was
declared. (minimal)

(b) The old king died of a heart attack before a republic was declared. (enriched)

(p. 70)

Using and in such utterances is traditionally assumed to convey a temporal or
causative relation between the two events mentioned. But researchers differ on what

status to assign to these pragmatic inferences. Minimalists (Griceans and Neo-
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Griceans) assume they are implicatures, while Maximalists take them to be explicated
inferences (Ariel, 2008; Carston, 2002, inter alia). Gibbs and Moise’s participants
overwhelmingly selected the enriched interpretation rather than the minimal one here
as the one that best reflected what was said.** The results of this experiment suggest
that there is a level which most people can refer to as a distinct level meaning, thus,
supporting the psychological status of the Explicature. This meaning, as shown here,
is ‘Explicatedmax’, 1.e. our PII.

Since this result may testify to the way people understand the word say,
Gibbs and Moise (1997) conducted another experiment, in which the materials were
identical to those used in the previous one, but this time the participants were first told
about the difference between what speakers ‘say’ and what they ‘implicate’. The
explanation was accompanied by several examples, and participants’ understanding
was verified. Nonetheless, the results of this additional experiment were very similar
to those of the previous experiment. Gibbs and Moise’s findings indicated that when
asked to choose a paraphrase, people tended to choose the enriched explicated
meaning, rather than the bare linguistic meaning even when they had been given an
explanation beforehand about the difference between ‘what is said’ and ‘what is
implicated’.

But it could be the case that participants chose the enriched interpretation,
simply because they were opting for the most enriched interpretation. If so, when
asked to choose between the enriched interpretation (= ‘Explicatedma’) and the
implicature, they will again, choose the most enriched interpretation, i.e. the

implicature. In order to differentiate the enriched ‘what is said’ (= ‘Explicatedmax’)

*! Though enrichments of the Possessive type did not show such a clear tendency.
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from implicatures, Gibbs and Moise put the indicative sentences at the end of short

stories, such as the following (taken from their third experiment):

(23) The professor was lecturing on the life of Jose Sebastian.
He was a famous rebel in Spain who fought to overthrow the King.
Many citizens wanted Sebastian to serve as their President.
“Did Jose Sebastian ever become President?” one student asked.
The professor replied,
The old king died of a heart attack and a republic was declared.
(a) Jose Sebastian became President of the republic. (implicature interpretation)
(b) The old king died of a heart attack before a republic was declared.

(‘Explicatedmax’) (p. 61)

Here the participants were asked to choose one of two paraphrases which
best captured what the speaker said in his final utterance: the enriched explicated
interpretation®?, i.e. that ‘The old king died of a heart attack before a republic was
declared’ or the conversational implicature, i.c. that ‘Jose Sebastian became President
of the republic’. The participants overwhelmingly preferred the enriched explicated
interpretations over the implicatures here. This suggests that (a) speakers intuitively
differentiate the ‘explicated’ from the ‘implicated’; and (b) that for most speakers,
again, ‘Explicatedmay’ 1s the level conceived as the PII rather than the implicature.

These findings support the post-Gricean approach that pragmatics strongly
influences not only the understanding of ‘what is implicated’ but that of explicitly

communicated ‘what is said’ as well. On the whole, the data from all the experiments

*2Again, the word ‘explicated' used here is our terminology.
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taken together showed that people tend to identify the PII neither with a minimal
meaning, nor with the rich implicature. Instead, they are inclined to construe the
intermediate level of ‘Explicatedmax’, as the one which best reflects what speakers
say.* Participants’ ability to distinguish between these levels suggests that both these
levels have psychological reality. Taking the results of their fourth experiment into
account (See details above), it is also clear that the understanding of the P11 is context-
dependent. More generally, as Gibbs (2002) argues, "the distinction between ‘what is
said’ and ‘what is implicated’ is orthogonal to the putative distinction between
semantics and pragmatics.” (p. 482).

Another set of experiments regarding processing is presented in
Bezuidenhout and Cutting (2002). In their fourth experiment they selected two types
of stories.** Some contained a context which induced people to choose the minimal
paraphrase (‘Explicatedmin’) more often than the enriched meaning (the explicature,
‘Explicatedmax’); others contain a context which induced people to choose the
‘Explicatedmax’ paraphrase more often than ‘Explicatedmi,’. For each target sentence
they created two contexts, one for which the target sentence was the appropriately
enriched interpretation, and another, where the same target sentence should be

interpreted in a minimalist manner. For example (p. 446):

(24) Enriched context (= calling for ‘Explicatedmax’)

Roger was directing a musical. For one scene he needed extras to play a group

of onlookers watching a street fight. But the stage would already be pretty

*® And See experimental support for Bach’s impliciture in Garrett and Harnish (2007).

* Their aim was to examine the predictions of three pragmatic models, involving processing, which is
not relevant to this study. We here refer only to Bezuidenhout and Cutting’s (2002) results which are
relevant to the status of different levels of interpretation.
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crowded with the principal actors in this scene. He figured that in order to

prevent the scene from looking too chaotic, he needed six people.

Minimal context (= calling for ‘Explicatedmin’)

Roger was trying to arrange a rafting trip for his scout troupe during the
summer. Many of his scouts were on family vacations. He asked the rafting
company how many committed participants he would need to be able to secure
the reservations for the trip. They told him that he needed six people.

Target sentence for both contexts:

HE NEEDED AT LEAST SIX PEOPLE.

At the end of the display of each story a screen of Xs was displayed followed
by a sentence in capital letters which appeared on the next screen. In the case of the
experimental items (but not the fillers), the sentence in capital letters following each
story was what is considered to be the minimal paraphrase of the final sentence of the
story. In other words, it corresponded to ‘Explicatedmiy’, as defined by Griceans. For
example, for the Minimal context-story above it is ‘he needed at least six people’.
Participants were asked to judge whether the sentence in capitals (the target sentence)
exactly matched the final sentence of the short story that they had just read. The
computer measured the time taken to make the match/mismatch decision.

According to Bezuidenhout and Cutting (2002) results showed that response
times to target sentences in the context inducing ‘Explicatednyn’ were longer than to
the same targets in the context inducing ‘Explicatedyax’. It seems that minimal and

enriched interpretations are simultaneously processed, but that the enriched
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interpretation, i.e. ‘Explicatedmax’ is usually more accessible, i.e., it constitutes the PlI

more frequently than other levels.

It should be noted, however, that despite Bezuidenhout and Cutting’s (2002)
claim that they measured targets’ processing times, what they actually tested was
(late) products of early processes (Gibbs, 1993 1994) - the speed at which different
types of interpretation were activated following the initial processing of ‘what is
meant’. And it’s not just the kind of task that required extra processing time but also
the amount of time allowed (between offset of the story and the display of the target
sentences) that invited late interpretation products.

Additional support for the important status of ‘Explicatedmax’ i provided by
Noveck (2001) and Noveck and Chevaux (2002). They found that adult interlocutors
were more sensitive to implicit meanings of scalar implicatures (Noveck, 2001) and
and-conjunction (Noveck and Chevaux, 2002) than children. As the and-conjunction
is used in our experiments as well, we will focus on Noveck and Chevaux (2002).

Noveck and Chevaux presented short texts, as in (25) below, to seven-year-
olds, ten-year-olds, and eighteen-year olds, asking them to answer the questions in

(26).

(25) Laurent broke his ankle while playing basketball.
His teacher took him to the school's infirmary.
In the meantime, his friends called the paramedics.
The paramedics put him in their van.
Then, they took him to the hospital.

(26) a. Laurent broke his ankle and went to the hospital?

b. Laurent went to the hospital and broke his ankle? (p. 456)
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While seven-year-olds seem not to distinguish between the semantic
meaning of the and-conjunction and its explicated/implicated inferred interpretations,
adults (eighteen-year-olds) tend to rule out the bare semantic meaning when it clashed
with an inference (26b). When Noveck and Chevaux (2002) switched and to its
temporal inferred interpretation and then, the seven-year-olds demonstrated the same
behavior, i.e., they still didn’t reject the statement in the inverted order.*> Noveck and
Chevaux concluded that children tend to adhere to logical interpretations before
considering pragmatic interpretations, and that the ability to infer more informative
readings evolves with age (see their results for ten-year-olds).

We can therefore say that the results of the experiments of both Noveck
(2001) and Noveck and Chevaux (2002) attest to the explicature level in that the
pragmatic inferences they tested for are considered part and parcel of the PII. This is
why (adult) participants judge “backwards” conjunctions as false. These judgments
show that some pragmatic inferences (those associated with and) have an effect on the
truth conditions of the proposition expressed. Such pragmatic inferences should then
be distinguished from conversational implicatures. According to these findings,
children seem to be going by the linguistic meaning, as advocated by Grice, whereas
the adults’ choices demonstrate that some pragmatic inferences (explicated ones) do

constitute the PII.

*® Following Noveck and Chevaux (2002), by an “inverted order’ we refer to the temporally
‘backwards’ order of the conjuncts concerned.
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1.3.4 P1l = strong implicature*®

While up till now we have seen that either ‘Explicatedmin’ or ‘Explicatedmax’
could be taken as the PII, while implicatures could not, we now see that implicatures
too may constitute this privileged message. In an attempt to replicate Gibbs and
Moise’s (1997) results, Nicolle and Clark (1999) ended up demonstrating the
possibility of implicatures to serve as the level which is often considered by
addressees as the PII. Their participants too were asked to select the paraphrase that
best reflected what each sentence said. However, Nicolle and Clark added two
additional versions to the test: one in which the participants were asked to select the

paraphrase that best reflected what the speaker’s words meant, and another in which

the participants were asked to select the paraphrase that best reflected what the

speaker wanted to communicate. As an example of their materials they give the

following (p. 353):

(27) Bill and Jane were good friends. Every year they would each give the other a
birthday present. Peter wanted to know how close Bill and Jane were, so he
asked Mary what kind of presents they bought each other.

Mary answered, ‘Last year Jane turned 21 and Bill gave her a pearl necklace.’
(a) Bill gave Jane a pearl necklace after she turned 21

(b) Bill gave Jane a pearl necklace because they were very close

Nicolle and Clark (1999) figured that (27b), the strong implicature, is the
interpretation that provides a straightforward answer to Peter’s question and is thus

more relevant, as opposed to the explicature in (27a). Indeed, Nicolle and Clark’s

%6 Although not always explicitly pointed out, the examples show that it was strong implicatures,
rather than weak ones, which were used in the experiments above.
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participants often preferred the relevant implicatures over the explicatures in all 3
versions of questions mentioned above, as opposed to Gibbs and Moise’s participants,
who showed a preference for ‘Explicatedmax’ over implicatures as the ‘said’ meaning.
Could the participants forget the instructions? Or maybe they selected the sentence
which resembled the original utterance the most?

To test this, Nicolle and Clark (1999) conducted another experiment. Here
they incorporated Bach’s identifying criterion for ‘what is said’ (or for the 'Explicated'
in our terminology) into the test materials: ‘what is said is specifiable by a that-clause

embedded in a matrix clause of the form S said that...” (Bach, 1994) (p. 278):

(28) Mary and Peter went to a party with their friends Bill and Jane. After a couple
of hours Bill was nowhere to be seen. Peter asked Mary where Bill was and she
replied,

‘Jane insulted Bill and he left.’

(@) Mary said that Bill left and Jane insulted him (minimal proposition,
‘Explicatedmin’)

(b) Mary said that Jane had insulted Bill before he left (enriched explicature,
‘Explicatedmax’)

(c) Mary said that Bill left because Jane had insulted him (implicature)

(d) Mary said that Bill had left because he had got bored (control) (p. 354)

Again, the results disconfirmed Gibbs and Moise’s results, as implicatures
were selected over half of the time.*’ Nicolle and Clark’s (1999) results suggest that,

when asked to select the paraphrase that best reflects what a speaker says, participants

*" But note that Carston (2002) and Ariel (2008) would consider the clausal relation in (28) as possibly
explicated.
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try to understand the speaker’s overall intended meaning and do not refer to some pre-
defined limited interpretation of the ‘Explicated’. This is so even though they
perfectly understand the difference between ‘Explicatedyax’ and implicature. Nicolle
and Clark (1999) attribute the different results of their experiments to the degree of
strength of their implicatures. The claim is that when the speaker’s intended meaning

IS a strong implicature, addressees may select this implicature over the explicated

meaning, which becomes less relevant as ‘what is said’. These results suggest that the
level which is considered by participants to be PII may be a strong Implicature.
Bezuidenhout and Cutting (2002) designed similar experiments in an attempt
to replicate both Gibbs and Moise’s (1997) and Nicolle and Clark’s (1999)
experiments.*® They presented participants with five potential paraphrases of the
target sentence and asked them to identify either the one that best captured what the
speaker said, or the one that best captured what the speaker meant to communicate, or

the one that best captured what the speaker’s words meant. For example (p. 441):

(29) Jane was planning to spend a week in Memphis. She couldn’t decide which of
her friends, Brian or Paul, to stay with. Jill, who knew that Jane was allergic to
animals, said, ‘‘Brian has three cats’’.

1. (Minimal proposition) ...Brian has at least three cats.

2. (Explicature paraphrase) . . . Brian has exactly three cats.
3. (Strong implicature) . . . Jane should stay with Paul.

4. (Weak implicature) . . . Brian likes cats.

5. (Implicated premise) . . . Brian’s cats will cause Jane to have an

*® They first conducted a pretest, in which they gave the participants short stories, each with a target
sentence uttered by one of the speakers in the story. The participants were then asked to write down
what the speaker might have meant by saying the target sentence. They were asked to write all the
options they could think of in about one minute. The number of times each implicature appeared in
the lists determined its degree of strength.
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allergic reaction.

Their results supported those of Nicolle and Clark’s. First, they found no
significant differences between the answers to all three questions (the paraphrase
that best reflected what each sentence said; the paraphrase that best reflected what the

speaker’s words meant; and the paraphrase that best reflected what the speaker

wanted to communicate), which supports Nicolle and Clark’s claim that interlocutors

do not necessarily distinguish the Griceans ‘what is said’ from ‘what is meant’ when

engaged in real-time interpretations. More importantly, Bezuidenhout and Cutting’s

results are also compatible with Nicolle and Clark’s in showing participants’
preference for a strong and enriched notion of inference over a minimal or weak one.
Again, the richer level of interpretation, i.e. strong implicatures, was established as
the level which is taken to be what people conversationally say, i.e. the PII, more

often than other levels (38.4%). ‘Explicatedmax’ followed with 23.5%.

1.3.5 P1I = explicatures/strong implicatures

To sum up, we first saw experiments whose results support the basic Gricean
distinction between ‘what is said’ and ‘what is implicated’ (Hamblin and Gibbs,
2003). We then presented empirical evidence for three different representations of the
PII level, as interlocutors see it: ‘Explicatedmin’ (Gibbs and Moise, 1997; Hamblin and
Gibbs, 2003); ‘Explicatedmax’ (Bezuidenhout and Cutting 2002, Experiments 3-4;
Gibbs and Moise, 1997; Hamblin and Gibbs, 2003) and strong implicatures
(Bezuidenhout and Cutting, 2002, Experiments 1-2; Nicolle and Clark, 1999). Taken

together, all these potential representations support the assumption that any level of
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interpretation can be taken as the PII, provided it is strongly communicated in a
specific context.

In this section we suggest to interpret Larson et al.’s (2009) experimental
results as another piece of evidence for this assumption. Larson et al.’s experiment
concerned GCls, and aimed to find whether GCls are part of the ‘Explicated’, while
differentiating between different types of GCls. They presented participants with a
character named ‘Literal Lucy’, who understands everything literally. The participants
were asked to decide whether ‘Literal Lucy’ understands the speaker’s last sentence
as True or False in view of a new fact, which disclosed potentially canceling

information. For example:

(30) Irene: I heard you all went shopping. What did Harry buy?

Sam: Harry bought four books.

FACT: Harry bought five books.
Given this FACT, Literal Lucy would say that the underlined sentence is:

TorF

Larson et al. assumed that if the participants decide that Literal Lucy
approves Sam’s answer, 1.e. say it is true in view of the new fact, then the tested type
of inference, i.e. ‘Harry bought exactly four books’, is relatively easy to cancel. It
means that the information in the new fact was irrelevant to the proposition expressed
by Sam. If so, the GCI here is not part of the ‘Explicated’. On the other hand, if the
participants decide that Literal Lucy finds Sam’s utterance false in view of the new

fact, it means that the information in the new fact was relevant to the truth-conditions
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of Sam’s utterance.® Hence, the tested GCI is part of the ‘Explicated’. In addition to
different types of GClIs (such as scalar quantifiers and argument saturations), the
materials used by Larson et al. also included contradictions and entailments to
establish a base-line, and NCEs (Necessary Contextual Elements: deictics, ellipses,
indexicals, and pronoun resolutions) as fillers. Although treating NCEs as fillers, the
results concerning this set of items are highly relevant to our study.”® Here are

examples of their contradictions, entailments and two of their NCEs:

(31) a. Contradiction
Irene: When did Robert’s great-uncle Jake die?

Sam: He died in 1963.

FACT: Robert’s great-uncle Jake died in 1957.
b. Entailment
Irene: Tell me about Sophia’s car.

Sam: She owns a gray Chevy.

FACT: The car Sophia owns is a gray Chevy.
c. NCE: Deictic
Irene: What shoes are you wearing to dinner?

Sam: I’m going to wear these shoes.

FACT: Sam has decided to wear the shoes in the upstairs closet, not the ones he

is currently putting on.

*° We should mention that Larson et al. (2009) conducted two more tests under different conditions.
Here we present only the first test and its results, which were very similar to those of the other two
conditions.

%0 They were tested in our Experiment 4.
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d. NCE: Pronoun resolution
Irene: I haven’t seen that coat I gave you for Christmas... And what did you do
with the sweater | gave you?

Sam: | hung it in the closet.

FACT: Sam hung the coat Irene gave him in the closet, and he put the sweater

from Irene in his dresser drawer.

Here are some of their examples for GCls types:

(32)

true.

a. Co-activities
Irene: Can the guys come to the reception?

Sam: No. George and Steve play squash at the gym until 6:00 everyday.

FACT: George plays squash at the YMCA until 6:00 daily, and Steve plays
squash at SPAC until 6:00 everyday.

b. Argument saturation

Irene: | heard something big happened in the art studio yesterday.

Sam: Yeah! In a fit of rage, Rachel picked up a hammer and broke a statue.

FACT: After grabbing a hammer, Rachel angrily kicked a statue, causing it to
fall over and break.

c. Repeated verb conjuncts

Irene: What happened at Doctor Witherspoon’s office?

Sam: Sasha waited and waited for her appointment.

FACT: Sasha waited 5 minutes for her appointment at Doctor Witherspoon’s

office.

Contradictions cannot be rescued by cancellation, and entailments must be

Indeed, results showed that entailments received 7% “false” answers;
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contradiction — 99% “false” answers. These findings show that participants
understood the task. Regarding NCEs, they received 86% “false” answers, which
suggest that NCEs (e.g. reference resolution and indexicals) constitute an integral part
of the ‘Explicated’.®® The different types of GCls demonstrated a different behavior.
On average they got 36% “false” answers, which was significantly different from all
other types of materials. However, within this set of items, different types showed
significantly different patterns of behavior. Co-activities, for example (see 32a
above), had a 18% “false” answers, i.e., 82% chance of being cancelled, while
Argument saturation (see 32b above) had a 37% “false” answers, i.e., 63% chance of
being cancelled. These two are therefore not part of the ‘Explicated’. On the other
hand, Repeated verb conjuncts (see 32c above), for example, had 82% “false”
answers, i.e., only 18% chance of being cancelled, which suggested that they are a
part of the ‘Explicated’. These findings portray a continuum along which different
types of GClIs and NCEs are ordered. Certain types of GCls may strongly affect truth-
judgments, hence are considered part of the ‘Explicated’, while others have a smaller
impact on truth-judgments, and are thus closer to implicatures. It should also be noted
that Larson et al. did not find any significant differences within the different GCls
types (I-based, M-based, and Q-based) as to their ability to constitute part of the
‘Explicated’.52

Larson et al.’s findings suggest a scale along which various explicated

contributions to the bare linguistic meanings are ordered.

%! Although focusing on GCls, Larson et al. also note that the significant difference between
contradictions and NCEs suggested that "some participants...are distinguishing even those
contextually-supplied elements of WHAT-IS-SAID from those that are supplied strictly
semantically.” (p. 91-92). This result may provide support for the Minimalist model, and see a short
discussion in Terkourafi (2010).

°2 That, as opposed to other differences between these GCls types, which were experimentally

supported by Katsos, (2003).
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As we mentioned at the beginning of section 1.3 above, this study does not
accept some of the assignments of interpretations above as explicated or implicated.
These disagreements can be divided into three groups based on the grounds for the
disagreement. First, let’s take the issue of numeral determiners. Gibbs and Moise’s
(1997) example in (19), as well as Bezuidenhout and Cutting’s (2002) examples in
(24) and (29), are based on the assumption, originally made by Horn (1972), that the
‘exactly’ reading of a numeral determiner is not semantic, but pragmatic. The
semantic reading, according to Horn, is the ‘at least’ reading. Carston (1998) argues
for a relevance-driven semantics of number terms which can straightforwardly feed
into a relevance-driven pragmatics. She chooses an underspecified meaning for the
numbers (e.g., ‘seven’ for seven), which is adapted in context into 'exactly seven', ‘at
least seven’, etc. See also Carston (2002): 97-98, examples 4b and 5b. There are other
opinions as well (see Kadmon 2001 and Panizza et al. 2009, for example, on setting
different conditions for accessing each interpretation).

Second, the way some of the materials are phrased seems strange, and mostly
remote from discourse. Nicolle and Clark’s (1999) optional answer in (28b) seems
odd, as it does not straightforwardly answer Peter’s question regarding Bill’s
whereabouts. That could affect the participants’ reluctance to choose this answer as
the most suitable one as the PIl. Gibbs and Moise’s (1997) example in (23b) is also
oddly phrased in the sense that foreground and background information is switched.
Third, with regard to example (18), this study disputes the difference between Ted's
answer and the linguistic meaning. In this case, the target sentence is also the
linguistic representation. Hamblin and Gibbs (2003) refer to it as ‘Explicatedmax’, for,
as they explain, it may convey more than the linguistic meaning, (e.g. recommending

this kind of car), but this is a rather weak implicature. Thus, we take their experiments
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as support for a more general distinction between the ‘Explicatedminmax’ as a whole,

and implicatures.

We opened this presentation of previous experiments with two questions

(repeated here):

1. Which of the levels described above has received experimental support?

2. What level of interpretation do speakers consider as the PII in discourse?

The answers, as shown above, are as follows:

1.  Taken together, the findings of the experiments described above demonstrate
the psychological reality of three levels: ‘Explicatedmin’, ‘Explicatedmax’ and
strong implicatures. In other words, the findings as a whole support the post-
Gricean trichotomy of linguistic meanings, explicatures, and implicatures.

2. Pragmatics plays a major role in what interlocutors tend to consider as the
communicated message, as it is shown that any of these representations may be
chosen to represent the discursive PII. In many cases it is the intermediate level

b

of ‘Explicatedmax’ which constitutes the PII, but there are numerous cases in
which it is other levels of interpretation which are taken as the PII: In some

cases it is the bare linguistic meaning, in others — the strong implicature.

Each of the models presented in 1.2 above (Minimalists and Maximalists)
has different predictions concerning the psycholinguistic and discursive behavior of
the levels of interpretation. Chapter 2 will present these predictions and elaborate on

the way this study examined them.
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CHAPTER 2: MOTIVATIONS AND GENERAL PREDICTIONS

Chapter 2 introduces the arguments of this study and the rationale behind them. It
begins with our main claim that interactional, i.e. pragmatic, characteristics of various
levels of interpretation depend on degree of strength. We then introduce our four
strength criteria, and conclude by presenting the predictions of each of the models we

examine here with regard to our experiments.

2.1 Strength-continuum

The purpose of the present study is to determine the psychological reality of
various meaning representations that have been discussed in the literature, focusing on
the propensity of these representations to serve as the Privileged Interactional
Interpretation (PII) within a given discourse. As already noted in Chapter 1, the PII,
"is the meaning... by which the speaker is judged as telling the truth or being
sincere”, as well as "the meaning which contains the message that the addressee
should take to be the relevant contribution made by the speaker..." (Ariel, 2002:
1006). We aim to characterize the behavior of these levels of interpretation
interactionally, namely, within discourse. Our claim is that this behavior actually
depends on their degrees of strength.

Whereas Griceans did not address the issue of degrees of strength, and focused
on introducing a dichotomy of meaning representations between ‘what is said’ and
‘what is implicated’ (= implicature), post-Griceans did. The concept of degrees of
‘strength’ of pragmatic inferences was, as noted above, already addressed by
Relevance theoreticians, (see Sperber and Wilson (1986/1995), Carston’s (2002,

2005), and Wilson and Sperber (2004)), as well as by Ariel (2008, 2010) and
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Jaszczolt (2005, 2009, 2010).>® Sperber and Wilson (1986/1995) propose a strength
hierarchy for implicatures, claiming that strong implicatures are more determinate,
and the addressees cannot but recover them. In other words, they must be derived in
order to make the speaker's/writer's utterance relevant. At the same time, the
speaker/writer must take full responsibility for these implicatures. Regarding
explicatures, Sperber and Wilson say that ‘“... an explicature is explicit to a greater or
a lesser degree’” (p. 182), depending on the ratio between the part contributed by
inferred materials and that contributed by grammatical materials. The larger the
pragmatic contribution, the less explicit the explicature is. Sperber and Wilson thus in
effect distinguish between two degrees of strength within each group of inferences:
strong implicatures > weak implicatures and strong (more explicit) explicatures >
weak (less explicit) explicatures.

Combined into a single scale we get the following:

(33) Strong (highly explicit) Explicature > weak (more implicit) Explicature >

As we have suggested in Ch. 1 (section 1.3.5), partial experimental support for this
hierarchy can be found in Larson et al. (2009), though they did not use this
terminology to frame their findings. We will here examine both distinctions.

As already noted in Chapter 1, Ariel and Jaszczolt are in accord with
Maximalists in that they too believe that the proposition actually intended by the
speaker often includes substantial portions which are pragmatically derived.

Furthermore, Ariel (2002 and onwards) too views ‘Explicatednay’ as the level taken as

%% See Chapter 1, sections 1.2.2 and 1.2.3 above.
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the PII in most cases.>® At the same time, Maximalists, just like Ariel and Jaszczolt,
do not rule out a more flexible variety of levels of interpretation which may constitute
the PII.

Following Maximalists, mainly Relevance theory, this study too opts for a
basic three-level distinction: bare linguistic meanings™, explicated inferences, and
implicated inferences. Operationalizing the definition of PII (following Ariel, 2002,
2008, 2010, or the Primary Meaning, following Jaszczolt, 2005, 2009, 2010), this
study aims to support the assumption that there isn’t only one level of interpretation
which corresponds to PII, and which is right for all discourse purposes. Rather, each
level of interpretation may be considered PII in a specific discourse. In other words,
the various levels of interpretation may be ordered along a continuum, which adheres
to the basic order of Relevance Theory's trichotomy, and yet, is more fine-grained and
flexible. The parameter we propose for this continuum is the interpretation strength. A
strong interpretation is an essential part of the utterance, and as such we expect it to
be manifest pragmatically.

We here propose four pragmatic criteria by which 'strength' can be defined.
Assuming two interpretation levels (A and B) associated with some utterance, A is
defined as stronger if it demonstrates the following behaviors in any of our

comprehension tests: *°

(34) Pragmatic Criteria:

>* Although it should be noted that unlike Ariel, Jaszczolt, does not rule out relatively high proportions
of strong implicatures constituting the Primary Meanings.

% The decision to test the bare linguistic meaning as a meaning which may (rarely) serve as the PlI, is
explained below.

% Note that ‘Strength’ is here defined behaviorally. In other words, we do not attempt to motivate
strength differences, but rather focus on manifestations of different strengths of interpretations.
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(a) The discourse inducing the understanding of A as the P11 is considered more
coherent than the discourse inducing the understanding of B as the PII, as a
result of A or B's influence.

(b) A has a higher propensity than B to be confirmed by interlocutors as the PII.

(c) Confirming A as the PII is made with a higher degree of confidence than
confirming B as the PII.

(d) A is more difficult for the speaker to deny than B.

In addition, examining (34b) and (34c) above involved measuring Response Times.
Here we expected that
- Response Times to confirming A as the P1l would be shorter than response
times to confirming B as the PII.
- Response times to deciding how confident the addressee is in confirming A as
the P1I would be shorter than response times to deciding how confident the

addressee is in confirming B as the PII.

We will now elaborate on (34a-d). Let's begin with the first criterion - the
degree of coherence of the discourse contributed by the understanding of an unwritten
proposition as various levels of interpretation (34a). It is widely accepted that for a
successful reading comprehension, basic skills, i.e. decoding and syntactic analysis,
must be employed alongside other skills such as reasoning and integrating world
knowledge. All are components of text understanding (van den Broek and Gustafson,
1999; van den Broek, Rapp, and Kendeou, 2005; van Dijk and Kintsch, 1983;

Graesser and Clark, 1985; Kintsch, 1988; Kintsch and van Dijk, 1978, among others).
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Van den Broek and Gustafson (1999) argue that a representation of a text
produced by the reader is coherent if it includes meaningful relations among its
components. During reading, readers identify these relations between various
elements e.g. events or states, clauses etc., realizing that these relations are
responsible for providing coherence to the mental representation created for the text
(see also Graesser and Clark, 1985; Kintsch and van Dijk, 1978). van Dijk and
Kintsch (1983) have laid the foundations of what was later on developed by Kintsch
(1988 and onwards), as the construction-integration model. According to this model,
having read a complete sentence, a primary list of propositions which can be derived
from the text is transformed into a network of propositions. What determines whether
all nodes of this network are successfully connected is the degree of coherence of the
original text. How does this work?

As the participant is reading the text, s/he connects the list of propositions in
her/his mind in a certain manner, creating a network of propositions bearing a certain
degree of coherence. Thus, based on this approach to text comprehension, it can be
assumed that two texts, which are identical up to the point of the final utterance, could
demonstrate different degrees of coherence, as, naturally, the final utterance too
should influence the newly constructed network of propositions and its coherence.
Since this utterance is different for each of the two contexts, it is assumed to have a
different impact on the network constructed for each text. The last utterance of text B,
for instance, may reduce the degree of coherence of the entire network representing
text B, while the degree of coherence of the entire network representing text A might
increase as a result of the influence of the last utterance of text A.

For the texts we used in the Experiment to be coherent, a certain target

representation had to be retrieved by the participant. The immediate basis for this
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target representation was the final utterance of the text, the “trigger” utterance, which
was different for each condition. The difference in the trigger-target pairs was due to
the target constituting the linguistic meaning, the explicature, a strong implicature or a
weak implicature of the trigger utterance against its preceding discourse. We reason
that a piece of discourse taken as more coherent testifies to an easier and smoother
association between the explicit trigger utterance and the invoked target sentence.
Such facilitated paths are characteristic of stronger interpretations.

The test measuring the propensity of propositions to be confirmed as the PlI
(34b) also requires some elaboration. Here we test the ability to confirm propositions
which stand for either the bare linguistic meaning, the explicature (=the linguistic
meaning enriched by various pragmatic completions), a strong implicature, or a weak
implicature as constituting a speaker’s relevant utterance. By 'relevant', we refer to the
definition proposed by Relevance Theory, (see section 1.2.2 above). The actual
question we use is whether the target sentence is true or false based on the text the
participant has just read. This confirmation-test is accompanied by a confidence-test
(34c), which measures the differences between degrees of confidence in confirming
each level of interpretation as the PIl. As noted above, this propensity is also
measured by comparing between response times to confirmation of each level of
interpretation, as well as between response times to indicating the degree of
confidence in the decision.>’

The rationale behind the Deniability test is similar to Grice’s Cancelability
criterion, but the two are not identical. Cancelability, as mentioned in Grice (1975,
1989), is a semantic criterion, which equally applies to all types of pragmatic

inferences. Cancellation can take place explicitly, by adding to an utterance ‘but not

%" See an elaborated explanation on our confirmability test below (Chapter 3, section 3.2).
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p’, when the potential implicature is p, or contextually, by embedding the utterance in
a discourse where the utterance would not carry the implicature. Cancellation, as
defined by Grice, captures all and only non-semantic interpretations. It does not
address the question of strength of the relation of the inference to the sentence on
which it is based. All pragmatic inferences are equally cancelable. Thus it does not
make sense to look for different degrees of Cancelability.

Neo-Griceans support this point of view. Neale (1992) for example, adds that
appealing to truth-conditional content while dealing with inferences is not needed. All
inferences, not contributing to proposition’s truth conditions, are equally cancelable,
whereas grammatical meaning, which determines the truth-value of the proposition, is
not submitted to cancellation. As noted above®®, neo-Griceans have also claimed that
even GCls are defeasible, although, as Levinson (1995) says they “do go through by
default” (p. 98). Thus, GCIs may intrude on truth conditions, despite the fact that they
are cancelable, which makes them an intermediate level of interpretation. They are
cancelable like implicatures, and at the same time — truth-value-influencing, like the
bare linguistic meanings. Hence, GCls are considered a distinct category of inferences
which influence the truth-value of the proposition. This suggests that there is a basis,
perhaps, for distinguishing between different pragmatic inferences.

Relevance Theory does refer in several places to the speaker’s degree of
commitment to the conveyed content. Sperber and Wilson (1986/1995) mention the
speaker’s responsibility for the implicatures derived from his/her utterance (p.199, for
example), and what is intended by the speaker is also addressed, e.g. Carston (2002,
Chapter 1). However, this concept is not highly developed under Relevance Theory,

which focuses mostly on the processes undergone by the addressee, when s/he

%8 See Chapter 1, section 1.2.1.4.
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recovers the speaker’s intentions. However, since Relevance Theoreticians define the
degree of strength of an interpretation according to its relevance to discourse, it stands
to reason that weak implicatures, usually less relevant to the discourse, should be
more deniable than strong ones.

Note that Burton-Roberts (2006, and mainly 2010) also addresses the issue of
cancellation as related to the speaker’s intention. Burton-Roberts proposes a revised
cancellation criterion, which should be thought of as clarification of the speaker’s
intended meaning. He focuses on explicatures, claiming that logically they cannot be
cancelled, as opposed to Carston (2002), who does not rule out the cancellation of
potential explicated inferences. However, he broadens his claim to implicatures as
well, specifically to PCIs. These, according to Burton-Roberts, unlike GCls, are
uncancelable, because they are intended by the speaker. According to Burton-Roberts
(2010), if by his/her utterance the speaker intended the addressee to derive an
inference that p (either an explicated inference or an implicature) then the speaker
cannot cancel p. His solution is that we should treat cancellation as an operation that

cannot contradict what was intended, rather than what is independent of context. As

GCIs are independent of context, they are not bound by speaker’s intentions, and
hence, are cancellable.

We do not find that we need to modify or reinterpret Grice’s semantic
criterion, so that it can be used for pragmatic distinctions as well. Rather, two
separated criteria are needed for the two different distinctions. We therefore propose a
similar, yet pragmatic-based test, which will enable us do exactly that — the
Deniability test. We propose that Cancelability and Deniability have different aims.

While the semantic Cancelability criterion aims to distinguish between semantic
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meanings and pragmatic inferences, the Deniability criterion aims to distinguish
between stronger and weaker interpretations within discourse.

Deniability, as perceived in this study, is close to being the pragmatic
counterpart of Grice’s semantic Cancelability criterion. It iS a discursive pragmatic
correlate which pertains to the speaker’s perceived ability to actually deny a potential
message or inference somehow associated with his/her utterance in interaction. There
is some dependence between Cancelability and Deniability: it is impossible to deny
the bare linguistic meaning, which is not cancelable. More interestingly, however, we
suspect that not all that is cancelable is deniable to the same degree. Unlike
Cancelability, Deniability, we predict, will reflect the strength of the potential
inference, and that strength depends on pragmatic factors only. Hence, Cancelability

may bear one of two values — cancelable or not cancelable, and reflects a semantic

relation, whereas Deniability is gradable, and pragmatic. Due to the gradability of the

Deniability test, it shows cancelable material to be denied to different degrees. Thus,

it serves as a tool to differentiate between different types of pragmatic inferences to a
finer degree, possibly between ‘what is saidyn’ and ‘what iS saidmax’ (= explicature),
for example. When an interpretation is easy to deny, we take it to be a weaker
interpretation. When deniability is hard, a stronger interpretation is involved.*

This gradability has been independently proposed by Jaszczolt (2005, 2009).

She argues that

Cancellation is difficult when the pragmatic enrichment is well
entrenched and expected across contexts. In other words, when such

enrichments are of the form of salient presumptive meanings...or

% And see Camp's (2013) interesting distinction between the speaker's deniability and the hearer's
pedantry.
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strong social, cultural, or cognitive defaults..., they are harder to
cancel explicitly in that they require a rather non-standard scenario."

(2009: 12)

Hence, she expects these strongly entrenched pragmatic meanings, which are implicit,
and yet, constitute the intended meaning, to be hard to deny.

Our study put this criterion to the test. To see that Cancelability and
Deniability do not invariably yield the same results, let’s consider a few examples.
Let’s start with Grice’s (1975, 1989) famous example, which served as an example of

flouting the maxim of quantity:

(35) A is writing a testimonial about a pupil who is a candidate for a philosophy
job, and his letter reads as follows: "Dear Sir, Mr. X’s command of English is

excellent, and his attendance at tutorials has been regular” (1989: 33).

It may be inferred that Mr. X is not much of a scholar, but, as Grice claimed, this
inference is cancelable. A’s commitment to his/her uttered proposition does not oblige
him/her to have also committed to Mr. X not being good at philosophy. Looking at
this example, it seems that A can deny saying that X is not much of a scholar. Indeed,
it may very well be that A will be able to deny ever saying (or even intending) the
plausible inference about X’s poor scholastic abilities at philosophy.

However, in other cases, the Deniability test and the Cancelability criterion
may yield different results. Being gradable, Deniability allows us to ask: to what
extent could any speaker deny having committed to the inference? Such a question

only makes sense when the utterance is examined in discourse, where it carries a
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specific discourse role. Here’s an example where Cancelability and Deniability, we

surmise, might give different results (the inference is cancelable, yet hardly deniable):

(36) A: Can you introduce me to Shirley? | find her quite attractive.

B: I saw her with a new guy last week (Originally Hebrew, 12.3.2009).

A few implicatures may arise from B’s reply. One of them will be ‘Shirley has a
boyfriend’. Indeed, this implicature is cancelable, in that the proposition will be seen
as true even if Shirley doesn’t have a boyfriend, provided she did go out with a guy
last week. But discourse-wise, it will be very difficult for B to deny having said that
‘Shirley has a boyfriend’. Note that in this dialogue B’s utterance pragmatically
functions as an answer to A’s request, which implicates that A is romantically
interested in Shirley. Interactionally, therefore, it will be highly unlikely for B to try

and deny it, though to some extent it is deniable. Let’s see another example:

(37) Mother: Itai has such a good memory. He already remembers a great deal of the
song by heart.
Noa (angrily): Come on, he remembers only the first two verses.
Mother: That’s not nice. You both have a good memory. (Originally Hebrew,

October, 12, 2010).

Noa is obviously jealous of Itai, due to the great impression he made on their mother,
and therefore belittles his accomplishment. Note that nowhere does Noa say that ‘Itai
does not have such a good memory as you (=his mother) believe’. Hence, this

implicature is cancelable. However, the mother understands Noa to convey this
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message, and refers to it (by using 'that’), as if it were said. Thus, according to the

mother’s understanding of the situation, Noa will most likely_not be able to deny

belittling Itai’s ability to memorize songs. Here we see a clear difference between the
truth conditions of the Minimalist ‘what is said’, to which the Cancelability criterion
refers, and the truth conditions which are discourse-dependent, and addressed by the
Deniability test.

A similar example is presented in Ariel (2002: 300):

(38) Ri:  And Haim Getzl (=John Doe) who is a company director
pretends to know that the balance sheet is going to be good so
he starts buying

Si: OKthat's a criminal offence
R,: Eh...

S,:  It's a bit of a criminal offence
Rs:  So he has a mother-in-law

Sz For this you go to jail (taken from Lotan, 1990: 16).

In (38) the final utterance of R (Rs) seems quite irrelevant, as the relation between
having a mother-in-law and committing a criminal offence is not clear. However,
assuming that Rz is obeying the CP and the maxims in general, or Sperber and
Wilson's Relevance principle, S must assume that by saying R3 R has intended to
generate an implicature (= 'the company director will buy shares, but use his mother-
in-law's name in the purchase to conceal his act’). S; does not refer to what was said
by Rs, since having a mother-in-law will not send one to jail, but rather, to the

inferred implicature. Naturally, R relies on S to interpret R3 the way S did. Thus, here
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we have an additional example for interlocutors treating the generated implicature as
if it were explicitly uttered, and hence, it seems that S would hold R responsible for
practically 'saying' the cancelable (but not deniable) content of the implicature.

In the last three examples the Deniability test seems stricter than the
Cancelability criterion, as far as an appropriate interaction might proceed. Namely,
some of the speaker’s utterance interpretations are cancelable, yet hardly deniable
(36), or practically non-deniable (37) and (38). Obviously, semantics alone cannot
provide all the actual truth conditions for each utterance on any occasion. There is a
clear role for pragmatics, and the Deniability test proposed here addresses exactly
that. At the same time, it also provides an appropriate pragmatic tool for
differentiating interpretation strengths, since deniability comes in degrees, which we
can test for by comparing various levels of interpretation. In natural discourse,
speakers are often committed to much more than that which semantics dictates: what
is defined as cancelable, i.e. all pragmatic inferences, is not always easily deniable.
While what is deniable is by definition also cancelable, what is cancelable is not
necessarily deniable, or not easily so, at least.*

A strong basis for the pragmatic criteria can be found in Ariel (2008). Ariel
proposes several parameters to distinguish between explicated inferences (= the

inferred part of explicatures), strong implicatures, and weak implicatures (p. 292):

Table (1): Ariel’s (2008) Parameters for Distinguishing between Explicated and

Implicated Inferences

% |t should be noted that some researchers have argued against taking into consideration what is
understood by the addressee as a criterion to grade the speaker’s commitment to what was said. For
example, Bach (2001b) claims that “it is a mystery to me why facts about what the hearer does in
order to understand what the speaker says should be relevant to what the speaker says in the first
place” (p. 156). However, this study assumes that the speaker’s commitment to the conveyed
content, as understood by the addressee, is what both parties of the discourse consider as a pragmatic
P11, especially when the conversation proceeds smoothly.
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Explicated inferences Strong implicatures Non-strong implicatures

Explicit - - -
Cancelable + + +
Indeterminate  + + +
Direct + - -
Interactionally + + -
Necessary

Truth + +/- .
-Conditional

All inferences, according to Ariel (2008), are inexplicit, cancelable, and not fully
determinate. However, they can be distinguished by the following features: directness,
interactional necessity, and truth-conditionality. These last three features are strongly
related to the pragmatic criteria of strength presented in this study. By ‘directness’,
Ariel (2008) refers to “the inseparability of explicated inferences from the directly
communicated linguistic meaning” (Ibid). That is, as predicted by Recanati’s (2004)
Availability Principle, explicated inferences are functionally non-separate from
linguistic meanings, while strong or weak implicated inferences are. This distinction
was the basis for our Confirmability and Confidence tests. Thus, it would stand to
reason that linguistic meanings and explicatures would demonstrate similar behavior,
which should be different from that of implicatures.

Ariel’s last two features could also serve as a basis for this study’s
predictions. Being interactionally necessary and truth-conditional, Ariel’s
observations (Table 1) give priority to explicated inferences and some strong

implicatures over weak implicatures. These features seem strongly connected to our

71



Deniability test. The predicted results of the Deniability test depend on the ability of
the inference to affect truth conditions and be taken by interlocutors as interactionally
necessary. If an utterance is considered as affecting truth-conditions and discursively
indispensable, it stands to reason that it would be undeniable.

In sum, Ariel’s characterization predicts differences of deniability, in that it
suggests that the closer the level of interpretation is to the bare linguistic meaning, the
harder it is to deny. However, Ariel does not mention degrees of strength for each
feature. As illustrated by Table (1), she presents all features of inferences as
dichotomous: (-) or (+).

We extract different predictions with regard to our tests from each of the two
rivalry models. Minimalists would predict that the bare linguistic meaning or
‘Explicatednyi,” would constitute the PII, whereas for Maximalists it is ‘Explicatedyax’.
Next, Minimalists (and Maximalists) do not necessarily commit themselves to
ease/difficulty of confirmation (e.g., Grice 1975, 1989 does not refer to processing,
and see also Bach, 2001a; Hawley, 2002), and some Maximalists do not rule out a
parallel or an incremental processing of a whole proposition, (see for instance,
Carston, 2002; Recanati, 2004). But, it would be reasonable to assume that if
‘Explicatedmax’ 1s the basic unit of understanding of an utterance for Maximalists, (1)
it is this level that should be most frequently confirmed as the PII; (ii) it should be the
fastest to be confirmed as the PII; (iii) it should be the level which interlocutors are
most confident about in confirming as the PII; and (iv) the confidence decision about
it should be the fastest.®* As the basic unit of interpretation, this level should also turn
out to be most coherent with the preceding discourse, and the least deniable. Note that

Recanati (2004) claims that the level of linguistic meaning is in fact inaccessible to

81 ‘Explicated,,' was not directly included in the speed and confirmability tests. It was addressed later
on (Experiment 4).
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interlocutors. Hence, according to Recanati, the bare linguistic meaning should not
demonstrate any distinct behavior, i.e., will not be confirmed by itself.
Maximalists then predict the following strength hierarchy with regard to our

criteria:

(39) Explicature (+ linguistic meaning) > Implicaturesyong) > Implicaturepweax

Grice would argue that as it is the level of bare linguistic meaning which
constitutes the basic unit of understanding, confirming this level as the PII should be
faster. In addition, he does not acknowledge the Maximalist 'Explicated' level. The

following strength hierarchy is then predicted:

(40) Bare linguistic meaning > Implicaturesyongweak]

It should be noted, however, that some neo-Griceans such as Bach and
Levinson (see section 1.2.1 above), may predict some default meanings to be
considered the PIl more frequently than other inferred meanings. Hence, they may

expect the following scale:

(41) Bare linguistic meaning > Explicatedmin > strong/weak Implicature

In order to address this hypothesis, our materials in the 'explicature’ group included
both Explicatedni, and Explicatedmax inferences.
At this point, we believe we should explain the inclusion of the level of

linguistic meaning in the scale in A as a level which can be independent and equal the
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PIl. After showing the hierarchy of strength with respect to relevant interpretations,
we were interested in distinguishing between degrees of strength within relevant
interpretations, especially within the category of explicature: between the linguistic
basis and the inferences, and even between different explicated inferences, namely,
between explicatures resulting from different pragmatic processes, which can further
distinguish between various interpretations. We are well aware that the linguistic
meaning level is almost never interactionally functional on its own. We are also aware
that some, e.g. Carston (2002, chapter 1; 2012, p.c), believes that people’s intuitions
about it cannot be tested in any rigorous way. Yet, we decided to test it anyway, since
it is a well-established theoretical construct, which is sometimes used in natural

discourse. See, for example, (42), taken from Ariel (2008: 304):

(42) Ben: What are you doing, criticizing me?
Gus: No, I was just...
Ben: You’ll get a swipe round your ear hole if you don’t watch your step.
Gus: Now look here, Ben...
Ben: I’'m not looking anywhere!

(The dumb waiter, pp. 15/16, quoted from Yus Ramos, 1998: 87).

In his answer, Ben chooses to refer to the unintended meaning of ‘here’, and ignore the
intended function of the phrase 'look here', used here by Gus as a discourse marker.
Note that, in fact, Ben adheres to the underdetermined meaning of 'here’. He doesn't
say 'I'm not looking at you', which could have been considered as Explicatedmin, but
rather refers to the basic semantic meaning of 'here' as pointing out some place. Ariel

argues that in order to create wise-guy interpretations, interlocutors must be conscious
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to the linguistic meaning. Hence, wise-guy interpretations demonstrate the
psychological reality of the bare linguistic meaning, by its use within discourse. We
expected the bare linguistic meaning to be harder to deny than other interpretation
levels.

Thus, we are aware that the explicature, as defined by Relevance
theoreticians, includes the bare linguistic meaning, and at least theoretically, may be
equal to it, yet here, since we wanted to test this very possibility, we chose cases
where the two are necessarily distinct, that is, where the explicature must incorporate
some pragmatic inferences over and above the bare linguistic meaning.

But, as noted above, supporting the psychological reality of the explicature,
as defined by Relevance Theory, is not our only aim here. We would also like to show
that each level of interpretation can indeed be considered the PII, yet it has a certain
propensity to be considered the PII, a propensity which is higher or lower than the
propensity of other levels of interpretation. Thus, the scale in (43) below, which,
again, depicts Maximalists' prediction, and is partially inspired by Ariel’s table,
should be orthogonal to the one in (44). In fact, we see (43) as potential specification

of (44):

(43) Bare linguistic meaning > ‘Explicatedmax’ > Implicaturefsyong; > Implicaturepweax-

(44) Strongly communicated message > Weakly communicated message

We would like to emphasize that the models compared here were not

originally introduced as models reflecting pragmatic discursive representations within
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discourse. But, since we’re interested in grading these representations according to the

various models, we here derive potential relevant predictions from them.

We should add that both scales in (43) and (44) above are already presented
in the literature, as well as the orthogonal relations between them (see Chapter 1,
section 1.2.3). We only advocate the feature of strength, which can be measured by
various tests introduced here.

It should also be noted that by no means are we suggesting that the different
degrees of strength of these various pragmatic contributions attest to the order in
which they are inferred. The issue of processing was not addressed here. We, like
Relevance theoreticians, e.g. Carston (2002), believe that interpretive assumptions are
retrieved in parallel rather than sequentially. In any case, the results of our
experiments cannot be used to support sequential processing. On the other hand, it
might be the case that the order of accessibility of hypotheses is indeed determined by

degrees of strength. This, however, was not tested here.

In sum, from our point of view, Relevance Theory is a theoretical attempt to
offer distinct representational levels, which, when pragmatically-manifested, can be
positioned on a graded continuum of communication-strength. This is the
Interpretation Strength Scale we intend to support in this study.

Our newly proposed discourse oriented gradation of strength is therefore
consistent with the theoretical hierarchy proposed by Maximalists. This gradation
should be manifest in different degrees of likelihood of each level of interpretation to
be taken as the PII, as well as its likelihood to be denied. Likewise, the discourse

which induces the understanding of each level of interpretation are also predicted to
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show this gradation. In other words, the Interpretation Strength Scale recognizes not
only a fixed strength gradation, according to which explicatures (and within those -
bare linguistic meanings) are the strongest, weak implicatures are the weakest, and

strong implicatures constitute an intermediate level.

2.2 The rationale for the tests

Four types of tests are used in the present study to examine the different degrees of
strength of each level of interpretation:®® (1) a Discourse Coherence test, where we
examine different degrees of coherence of discourses which induce the understanding
of a certain message as a specific level of interpretation; (2) a Confirmability-as-PlI
test, where the likelihood of each level to be taken as the PII is examined; (3) a
Confirmation of Confidence test which examines the degree of confidence in the
confirmation of a certain level of interpretation as the PII; and (4) a Deniability test,
where the perceived ability of the speaker to deny an interpretation s/he reasonably
communicated is measured. In all the tests, the various levels of interpretation of an
utterance are tested, given a context which is based on natural discourse.

The line of the argument is as follows: Using an off-line Coherence test we
first measure degree of Discourse Coherence of the texts yielding the understanding
of the relevant target representation as a linguistic meaning, explicature, strong
implicature, or weak implicature (Chapter 3, Experiment 1). Then, we turn to
examining the different degrees of strength that the different levels of interpretation
have, using an on-line experiment, examining both Confirmability as P1l Decision and
Confidence Decision, alongside the response times associated with these decisions

(Chapter 3, Experiment 2). To further look into the differences in strength, our next

82 The tests will be more properly introduced in Chapter 3 below.
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step includes two off-line tests (Chapter 3, Experiments 3 and 4), using hard-copy
questionnaires. Here we first check speakers’ perceived commitment to various
meaning representations by applying the Deniability test, where participants are asked
to grade the speakers’ ability to deny having said parts of the intended meaning within
a specific discourse. Finally, in order to re-examine the justification for a distinct
status of ‘Explicatednin’, we further tease apart the different levels of interpretation. In
order to see if we can establish a finer strength continuum, various kinds of pragmatic
contributions to the explicature level are compared (Experiment 4). This division
should enable us to offer a set of fine-tuned distinctions between the statuses of
various inferred interpretations. In other words, our strength criteria, we argue, can
not only serve to distinguish between linguistic meaning, explicature, strong
implicature, and weak implicature; rather, different explicated inferences too can be

classified as stronger vs. weaker interpretations.
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CHAPTER 3: TESTING THE CRITERIA

3.1 Experiment 1: The Discourse Coherence test

Following van Dijk and Kintsch (1983) and Kintsch (1988), we assume that different
levels of interpretation would be reflected by different degrees of discourse
coherence. As already noted (Chapter 2), van Dijk and Kintsch (1983) and Kintsch
(1988) argue that the network of propositions gradually built by the reader bears a
certain degree of coherence, which is influenced by each new piece of information as
the text unfolds. Since our trigger utterance, the utterance triggering the interpretation
at the end of each text, is different for each level of interpretation, we expect the texts
inducing the various levels of interpretation to demonstrate different degrees of
coherence. Item (45) is an example (for the full description of the materials see

section 3.1.4 below):

(45) _Strong Implicature condition (Appendices I, I1, section 1, item 24)

Michal and Anat are talking about Gadi, a guy Michal fancies.

Michal has met Gadi at a party, and it seemed to her that he was flirting with
her.

Anat: Well, did you check up on him?

(Trigger sentence) Michal: Oh, yes, if | like someone, he must have a ring on

his finger.

3.1.1 Aim.
The aim of this experiment is twofold. First, we aim to make sure that the short texts
inducing the interpretation of the target sentence, whether as a linguistic meaning, an

explicature, a strong implicature, or a weak implicature, are coherent. By ‘coherent'
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we mean that the average grade given to the short texts which are designated to give
rise to each level of interpretation, does not fall short of 4 on a 7-point scale. Second,
we aim to measure degree of coherence of a short text ending in a sentence triggering
the interpretation of our target utterances as an indication for the strength of the
interpretation. We assume that the process by which one arrives at relevant
interpretations is different for each case. Here we examine the texts which, in
Experiments 2-4 precede the target utterances inducing the linguistic meaning, the
explicature, the strong implicature, or the weak implicature. Coherence rating is the
measure: The more coherent the preceding text, the stronger the interpretation®,
Recall that, in all the texts, interpreting the target utterance requires that the
text be coherent. Hence, we expect the interpretation generated from the texts, when
rated as most coherent, to be either the linguistic meaning or the explicature of the
triggers, and the texts rated as least coherent, to hinge on a weak implicature. Strong
implicatures should come out as intermediate cases. We thus aim to support our
Interpretation Strength hypothesis, whereby linguistic meanings and explicatures are
relatively stronger than strong implicatures, which are relatively stronger than weak

implicatures.®

3.1.2 Predictions.
Note that, as opposed to the materials to be used in Experiments 2-4, in which the
designated inference is made explicit, here we deal with ‘conditions’ which prompt a

certain level of interpretation without making explicit that anticipated inference. On

%3 |t should be noted that the experimental materials were pretested. First, the materials were given to
three judges, who rated the inferability of the specific interpretations. After running an inter-rater
analysis, three more pretests were run (with 11, 14, and 12 participants), where the likelihood of
these interpretations to be taken as intended by the speaker was measured. Their results triggered the
modifications made to these materials in subsequent experiments.

% While we cannot prove that subjects actually derive the meaning representations we’re interested in,
it stands to reason they do, because it is this representation that renders the short text relevant (see
(48) below).
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the assumption that testing these short texts for their degree of coherence will prove
they are all coherent to a satisfying level (scoring 4 and above on a 7 point coherence
scale), we predict a hierarchy of coherence which is compatible with the scale
proposed above (repeated here for convenience, see 46). This scale is similar to that
promoted by Maximalists, with one exception — we expect the texts calling for the
bare linguistic meaning to display a coherence-level which is distinct from that calling

for explicatures:

(46) Bare linguistic meaning condition > Explicature condition > Implicaturejstrong]

condition > Implicaturepweax; condition

And why is that? Whereas the trigger utterance inducing a bare linguistic
interpretation is in fact identical to what is meant by that utterance, the trigger
utterance inducing an explicature-interpretation is not, instead it needs to be enriched
by some explicated inferences (see examples 47a-d below). It therefore forces the
addressee to undergo some cognitive processes (e.g., reference assignment) in his/her
search for relevance. Hence, we expect these two conditions to give rise to different
degrees of coherence.

Regarding the predicted difference between the Explicature condition and the
Strong Implicature condition, we should bear in mind that the derived content is
conveyed more directly in the explicature condition than in the strong implicature
condition. In other words, the response to the trigger utterance in the strong
implicature condition does not prompt the latter as directly as it does in the
explicature condition. Rather, the reader presented with the short text, just like the

addressee in the short texts, must walk the extra mile to infer the intended answer by a
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process which requires more effort, when the strong implicature condition is
presented to him/her (again, see examples (47a-d) below).

As for the Weak Implicature condition, we assume that the trigger sentence
leading to the derivation of weak implicatures would affect lower coherence rating
because it requires more inferential work. In other words, in order to give rise to weak
implicatures, the last utterance of the short text has to suggest more possible
inferences than the last utterance used in the strong implicature condition (see 1.2.2
above and examples (47a-d) below). When several alternative inferences compete on
the prominence and relevance to the same context, it naturally reduces the likelihood

of each of them being the most relevant one.

3.1.3 Participants.

Sixty native speakers of Hebrew, aged 20-62, 38 men, and 22 women served as
participants. All were students of Tel-Aviv University, both undergraduates and

graduates. They were paid 20 NIS for their participation.

3.1.4 Materials.

First, as mentioned earlier, here we distinguish between the contents of the products
and the short texts which induce these inferential products. The products themselves
will be tested in Experiments 2-4, where they will serve as the target sentences, which
are always the same across levels of interpretation. These target sentences, though not
included in the materials used in Experiment 1, must be inferred in order to make the
texts preceding them coherent and meaningful, as we explain below (48). Thus, we
may say that the unwritten target sentences also contribute to the coherence of the

short texts inducing them. As these short texts are supposed to induce the same target
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sentences which constitute different levels of interpretation (linguistic
meaning/explicature/strong implicature/weak implicature), these short texts differ
from each other in their final utterance. Therefore, these short texts are always

different.

Example of materials (Appendices I, 11, section 1, item 24):

(47a) Linguistic meaning condition

Michal and Anat are talking about Gadi, a guy Michal fancies.

Michal has met Gadi at a party, and it seemed to her that he was flirting with
her.

Anat: Well, did you check up on him?

(Trigger sentence) Michal: Yes, Gadi has been married for two years now.

(47b) Explicature condition

Michal and Anat are talking about Gadi, a guy Michal fancies.

Michal has met Gadi at a party, and it seemed to her that he was flirting with
her.

Anat: Well, did you check up on him?

(Trigger sentence) Michal: Yes, he has been married for two years now.

(47c) Strong Implicature condition

Michal and Anat are talking about Gadi, a guy Michal fancies.
Michal has met Gadi at a party, and it seemed to her that he was flirting with
her.

Anat: Well, did you check up on him?
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(Trigger sentence) Michal: Oh, yes, if | like someone, he must have a ring on

his finger.

(47d) Weak Implicature condition

Michal and Anat are talking about Gadi, a guy Michal fancies.

Michal has met Gadi at a party, and it seemed to her that he was flirting with
her.

Anat: Well, did you check up on him?

(Trigger sentence:) Michal: | called him, but he wasn't home; some kid

answered me.

One may ask: why is the level inferred actually the PII? Isn’t it, in fact, the
level most reminiscent of the last utterance in the discourse? As noted above,
participants are presented with the text short of the target sentence. However, in order
to construct a coherent representation of the text, participants should infer this target
sentence. Namely, the text would be perceived as coherent only after the unmentioned

target sentence is inferred. To illustrate, consider example (47c) repeated here in (48):

(48) _Strong Implicature condition

Michal and Anat are talking about Gadi, a guy Michal fancies.

Michal has met Gadi at a party, and it seemed to her that he was flirting with
her.

Anat: Well, did you check up on him?

(Trigger sentence) Michal: Oh, yes, if I like someone, he must have a ring on

his finger.
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In this case, the information given by Michal in the trigger sentence would not seem
relevant to the specific discourse unless the reference to the ring means that Gadi is
married (=the unmentioned target sentence), and is, therefore, not a potential partner.
The four versions of each short text are divided across four hardcopy
questionnaires, each containing one version of each short text (a context giving rise to
the linguistic meaning or explicature or strong implicature or weak implicature). Each
questionnaire includes 24 experimental items and 31 filler items, which were
previously assessed as coherent to a low-to-medium degree. Each version of the

questionnaire is given to 15 participants.

3.1.5 Procedure.
Participants were presented a booklet which contained 24 experimental items and 31
filler items. They were asked to rate the degree of coherence of each item on a 7 point
coherence scale. The instructions were as follows:
You are presented with a few texts. We are interested in their degree of
appropriateness. Following each text there is a 7 point-scale of well-
formedness/coherence. 1 means incoherent and 7 means highly coherent. You are
asked to read each text very -carefully, and rate its degree of well-
formedness/coherence.
Important: you should indicate only one figure for each item.
For example:
1. Raya and Tali entered the new fancy caffé.
Raya called the waiter.
Raya: Excuse me, we are thirsty after the hard work-out we've been doing.

Waiter: Would you (in Hebrew refers only to Raya) like a glass of water?
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1 2 3 4 5 6 7

not at all highly
coherent coherent

Explanation: "It seems to me that the text is not highly coherent. One could
have given more information on Raya and Tali's work-out, or the waiter

should have offered them both some water. Therefore | rated it as 4."

2. Galiais visiting Yafit. Yafit is offering her a cake.
Yafit: How is cake?
Galia: Excellent. | had no idea you could bake.

Yafit: A little, but I am not really an expert like my mother.

1 2 3 4 5 6 7
not at all highly
coherent coherent

Explanation: "It seems to me that the things said here are strongly related,

and | feel there is no need for any correction. Therefore | rated it as 7."

3. Shachar is asking his friend Tal to introduce him to his friend Ayelet.
Shachar: Do you know if she likes cheese?
Tal: | played poker with her two weeks ago.

Shachar: What does Dani have that | don't?
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1 2 3 4 5 6 7

not at all highly
coherent coherent

Explanation: "It seems to me that the things said here do not relate to each other at
all, and in order to fix it, one should rewrite the whole text. Therefore | marked it as
1"

The explanations are for illustration purposes only. There is no need to write an
explanation in the questionnaire. You can mark the number on the scale or simply
write it down below the relevant text.

There is no correct/incorrect answer — It's your decision.

Thank you for your cooperation.

3.1.6 Results.
Results of degree of coherence show that all the items scored significantly higher than
4, including the weak- implicature-condition: t(23)=3.19, p<005. The mean score of

each level is presented in Table (2) and illustrated by Figure (1):

Table (2): Rating Mean and SD for Each Level of Interpretation

Level of interpretation Means SD

Linguistic meaning 5.94 0.76
Explicature 6.07 0.61
Strong Implicature 5.69 0.64
Weak Implicature 4.85 0.75
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Figure (1): Rating Mean for Each Level of Interpretation

Linguistic meaning Explicature Strong Implicature Weak Implicature
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Results further established most of the predicted hierarchy with the exception of
distinguishing between Bare linguistic meaning condition and Explicature condition.
Both subject (F;) and item (F;) one-way ANOVAs were performed and
turned out to be significant, F1(3,177)=41.58, p<.001, F,(3,69)=11.34, p<.001. When
comparisons between conditions were done (using 3 orthogonal contrasts) in order to
find which difference is responsible for the significance above and whether the
expected hierarchy is supported, the predicted hierarchy was almost fully received:
with regard to the difference between the degree of coherence of the linguistic
meaning condition and that of the explicature condition, the difference came out non-
significant, F1(1,59)<1, n.s.; F»(1,23)=1.23, n.s. However, the contrast between the
degree of coherence of the explicature condition and that of the strong implicature
condition was significant, F1(1,59)=13.87, p<.001; F»(1,23)=6.80, p<.05. So was the
contrast between the degree of coherence of the strong implicature condition and that

of the weak implicature condition: F1(1,59)=57.37, p<.001; F,(1,23)=12.02, p<.005.
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Thus, the degree of coherence of a context inducing the linguistic meaning or
the explicature interpretation is higher than the one of a context inducing the strong
implicature interpretation, which, in turn, is higher than the one of a context inducing

the weak implicature interpretation. The gradation we got was therefore:

(49) Bare linguistic meaning = explicature > Implicaturesyong) > Implicatureweay.

3.1.7 Discussion.

Overall, most of the results of Experiment 1 support our predictions regarding the
Interpretation Strength Scale. Put differently, there seems to be a scale of coherence
which corresponds to the scale of strength supported by Relevance Theory.

These results corroborate both Relevance theory and our own predictions in
that they show that the explicature condition is stronger than the strong implicatures
condition, which is stronger than the weak implicatures condition. However, the lack
of difference between the bare linguistic meaning condition and the explicature
condition is unexpected on our account. On the view of PII, the bare linguistic
meaning condition should be rated as more coherent than the explicature condition,
since we consider it as an independently-manifested level, in some cases at least.

Maximalists such as Recanati would maintain that the results of Experiment
1 could attest to the inability of bare linguistic meanings to function as a
pragmatically independent level. In other words, receiving the same coherence score
as the explicature condition, the bare linguistic meaning condition demonstrates no
independent status, and thus, reinforces the interlocutors' inability to consciously
recover the linguistic meaning itself (see, however, Experiment 3 whose results

somewhat challenge this possible explanation).
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Having established a discourse coherence scale of the texts inducing the
understanding of different levels of interpretation, we now turn to examine the

relative strength of the products, i.e., the levels of interpretation themselves.

3.2 Experiment 2: The Confirmability and Confidence test

In Experiment 2 we are looking at various levels of interpretation of target utterances
which, here, follow both the trigger utterance and an unbiasing sentence-context.
Consider, for instance, the item in (50) where the target sentence constitutes a strong

implicature (see full description of the materials in section 3.2.4 below):

(50) Strong Implicature (Appendices I, 11, section 2, item 3)
A student knocks on the door of her professor's office.
Professor: Yes?
Student (slightly opening the door): Excuse me. Could | meet with you now?
(Trigger sentence:) Professor: Yes, but | don't have much time now.
(An unbiasing sentence-context:) Please, have a seat.

(Target sentence:) According to the Professor, the meeting will be short.

To test our predictions here, we use the Confirmability test and Confidence test. The
Confirmability test measures the degree to which participants can confirm that a
certain utterance is the PII, and the Confidence test measures their level of confidence

in their confirmability decision.
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3.2.1 Aim.

The aim of Experiment 2 is to test our predictions regarding the hierarchy of the
various levels of interpretation (linguistic meaning, explicature, strong implicature,
and weak implicature) taken as the PII (Privileged Interactional Interpretation), by

using a Confirmability test, followed by the Confidence test.

3.2.2 Predictions.

Recall that the expected hierarchy is as follows:

(51) Bare linguistic meaning > Explicatures > Implicaturesyong) > Implicaturepweay

Given the scale in (51), we expect to find here a significant difference between the
confirmability of the bare linguistic meanings (as the PIl) and that of explicatures. We
assumed that testing the confirmability of an interpretation as a PIl would be more
sensitive to interpretation strength than the coherence-test, as focusing on one
sentence should be easier than rating coherence of a whole discourse. To test the
different predictions we used a number of measures (Yes/No questions; Response
Times to “yes” answers; each involving a specific prediction; Degree of answer

confidence; and Response Times to confidence answers).

3.2.2.1 Specific predictions:
1. Yes/No questions. Using a True/False question regarding the target sentence
in context, we expect to find significant differences between four levels of
interpretation. We predict that bare linguistic meanings would be stronger than

explicatures, and explicatures would come out stronger than implicatures with
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regard to their likelihood to be taken as intended by the speaker. We also
predict a significant difference between strong implicatures and weak
implicatures, the former assumed stronger.

. Response Times to “yes” answers. The predicted RTs to “yes” decisions
should also be graded under the assumption that the stronger the interpretation
of the target with respect to the trigger, the faster it would take to be confirmed
as the PII.

Degree of answer confidence. Here too we assume that the stronger the
interpretation of the target sentence vis a vis the trigger the greater the
confidence of the appropriateness of the answer. Hence, we expect the same
gradation to emerge.

Response Times to confidence answers. Along the same lines, the greater the
confidence the faster the confirmation s/he should be able to determine this
confidence degree. Hence, stronger interpretations should be responded to

faster.

3.2.3 Participants.

Participants were 72 native Hebrew speakers aged 18-37 (45 female, 27 male). All

were students of Tel-Aviv University, both undergraduates and graduates. They were

paid 30 NIS for their participation.

3.2.4 Materials.

Thirty-eight short texts are used here, 12 of which are fillers, and two serve as training

items. In all, there were 24 experimental items, six items for each level of

interpretation in each version. As can be seen in the examples below (52a-d), each
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short text has four versions (usually dialogs). The same target sentence is used for
each four short texts, but as it is inferred from the text, it constitutes a different level
of interpretation in each different version of the same short text. In addition, a short
utterance is inserted between the trigger sentence and the target sentence, serving as
an unbiasing sentence-context. Its role is to eliminate the possibility of a priming
effect, especially in the linguistic meaning and the explicature conditions, which
could give them an advantage. Four stimulus presentation files are prepared so that
each participant sees only 1 of the 4 versions of the target (Appendices I, 11, section 2,

item 3):

(52a) Linguistic meaning

A student knocks on the door of her professor's office.

Professor: Yes?

Student (slightly opening the door): Excuse me. Could | meet with you now?

(Trigger sentence:) Professor: Yes, but the meeting will be short.

(An unbiasing sentence-context:) Please, have a seat.

(Target sentence:) According to the Professor, the meeting will be short.
(52b) Explicature

A student knocks on the door of her professor's office.

Professor: Yes?

Student (slightly opening the door): Excuse me. Could I meet with you now?

(Trigger sentence:) Professor: Yes, but it's going to be short.

(An unbiasing sentence-context:) Please, have a seat.

(Target sentence:) According to the Professor, the meeting will be short.
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(52c) Strong Implicature

A student knocks on the door of her professor's office.

Professor: Yes?

Student (slightly opening the door): Excuse me. Could | meet with you now?
(Trigger sentence:) Professor: Yes, but | don't have much time now.

(An unbiasing sentence-context:) Please, have a seat.

(Target sentence:) According to the Professor, the meeting will be short.

(52d) Weak Implicature

A student knocks on the door of her professor's office.

Professor: Yes?

Student (slightly opening the door): Excuse me. Could | meet with you now?
(Trigger sentence:) Professor: Yes, | wish we could have sat down you for a
long meeting.

(An unbiasing sentence-context:) Please, have a seat.

(Target sentence:) According to the Professor, the meeting will be short.

3.2.5 Procedure.

Participants were tested individually. They sat in front of a computer screen and were
asked to read the following instructions:

Thank you for participating in this experiment. You are about to read a few very short
texts. The texts will unfold one sentence at a time. When you finish reading a sentence,
please, press the spacebar to continue.

At the end of each short text, you will be asked to decide whether the last sentence
(appearing in capital letters/larger font size) is true or false, based on the text you

have just read. The possible answers are YES (for 'true’, on your right) and NO (for
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'false’, on your left). (The appropriate keys (L and S keys on the keyboard,
respectively) are marked ‘yes’ and ‘no’).

Please try to answer as quickly and yet as correctly as possible.

After pressing the 'yes' or 'no' key you will be presented with a scale from 1 to 7 to
indicate how confident you are about your 'yes'/'no' answer. You will be asked to
press a number from 1(not confident at all) to 7 (totally confident).

If you have any questions, please ask now.

We will begin with an example.

At this point, after pressing the space bar, the participant was given a sample
short text followed by a 'yes'/'no’ question, which in turn, was followed by the
confidence scale rating. It should be noted that all the sentences of the texts were
displayed centrally. The sentences of the text itself appeared on the upper half of the
screen, while the target sentence appeared in the middle of the screen. Then the
participant was asked if the instructions for the experiment were clear. Once the
participant confirmed that s/he understood the instructions, the experiment began. The
first two texts served as training items, and the third was always a filler item.
Participants advanced the text sentence by sentence by pressing a key. Response times
were measured from the onset of the target sentence until the press of the 'yes' or 'no’
key. After pressing the 'yes' or 'no' key, the following scale was displayed on the

screen:
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Not at all confident Partly confident Totally confident
in my answer in my answer in my answer

| |

1 2 3 4 5 6 7

Response times were measured from the onset of the scale until the press of a
number (between 1 and 7). The order of the experimental items was random for each
participant in every set of tasks, whereas the order of the fillers was fixed across

items.

3.2.6 Results.
1. Results of Yes answers are presented in Table (3) and illustrated in Figure (2).
Table (3): Rating Mean and SD ('Yes' Responses) for Each Level of

Interpretation (percentages)

Level of Interpretation | Mean SD
Linguistic meaning .94 A1
Explicature .94 A1
Strong Implicatures .80 .20
Weak Implicatures .60 22
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Figure (2): Rating Mean ('Yes' responses) for Each Level of Interpretation

(percentages)
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Both subject (F;) and item (F;) one-way ANOVAs were performed and turned out to
be significant, F1((3,213)=72.78, p<.001, F,(3,69)=16.17, p<.001. When comparisons
between conditions were done (using 3 orthogonal contrasts), results replicated those
of Experiment 1. Again, they were not fully compatible with the predictions, since no
significant difference was found between Linguistic meaning and Explicature:
F1(1,71)<1, n.s.; F»(1,23)=1.23, n.s. However, the difference between Explicature and
strong Implicature was significant, F1(1,71)=37.39, p<.001; F»(1,23)=11.97, p<.005.
The same is true for the difference between strong implicature and weak implicature:

F1(1,71)=30.70, p<.001; F(1,23)=5.07, p<.05.
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Hence, the scale we received was:

(53) Bare linguistic meanings = Explicatures > Implicaturesyong) > Implicatureyeay

Note, however, that even the percentage of 'yes' answers given to weak

implicature (60%) is significantly higher than chance (50%), as confirmed by a one-

sample-t-test, t1(71)=3.91, p<.0005; t,(23)=1.91, p<.05.

2. Results of Response Times to Confirmability 'yes' responses are presented in

Table (4).

Table (4): Response Times (‘Yes' Responses) for Each

(milliseconds)

level of Interpretation

Level of Interpretation | Mean SD

Linguistic meaning 3588 1322
Explicature 3687 1346
Strong Implicatures 3574 1221
Weak Implicatures 3856 1402

Fourteen outliers greater than 3 SD above the mean were discarded from the response

time analysis (0.8%). Still, no significant results were received: F;(3,213)=1.55, n.s.;

F2(3,69)=1.02, n.s. Our strength scale was therefore not supported by this measure.®®

85 This result is inconsistent with some previous studies e.g. Bezuidenhout and Cutting (2002), and

Jang et al. (2013).
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3. Degree of confidence answer

Table (5) shows the mean rates (between 1 and 7) subjects assigned to how confident

they were about their 'yes' responses:

Table (5): Rating Mean and SD (‘Yes' Responses) for Each level of

interpretation

Level of Interpretation | Mean SD
Linguistic meaning 6.36 .73
Explicature 6.46 . 67
Strong Implicatures 6.12 .69
Weak Implicatures 5.80 .83

These results are illustrated in Figure (3):

Figure (3): Rating Mean ("Yes' Responses) for Each level of interpretation
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Linguistic meaning

Explicature

Strong Implicatures Weak Implicatures

The resulting hierarchy replicated the results of the likelihood of being

confirmed as the PIl

(the Confirmability test),
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F,(3,69)=10.61, p<.001. No significant differences were found between linguistic
meanings and explicatures: F1(1,71)=2.00, p=.16; F»(1,23)<1, n.s. However, the
difference between explicatures and strong implicatures was significant:
F1(1,71)=8.48, p<.001; F,(1,23)=11.62, p<.005, and so was the difference between
strong implicatures and weak implicatures: F;(1,71)=7.31, p<.005, although it only

approached significant in the item analysis, F,(1,23)=3.33, p=.081.

Thus, the scale portrayed by the Confidence test was

(54) Bare linguistic meanings = Explicatures > Implicaturesyong) > Implicatureyeay

4. Response Times to confidence responses

These are presented in Table (6).

Table (6): Response Times for Each Level of Interpretation (milliseconds)

Level of Interpretation | Mean SD
Linguistic meaning 1365 587
Explicature 1341 563
Strong Implicatures 1509 740
Weak Implicatures 1570 617

These results are illustrated in Figure (4).
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Figure (4): Response Times for Each Level of Interpretation (milliseconds)
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Again, as in 2 above, 25 outliers greater than 3 SD above the mean were
discarded from the response time analysis (1.4%). But unlike the results in 2 above,
here, overall, a significant difference was found: F(3,213)=5.83, p<.005;
F»(3,69)=4.16, p<.01.

Examining the comparisons between conditions revealed an interesting
finding. Two differences came out non-significant: a. just like before, the difference

between RTs concerning confidence in considering linguistic meanings as the

intended meanings and those concerning confidence in considering explicatures as
intended meanings was not significant: F1(1,71)<1, n.s.; F»(1,23)<1, n.s., and b. unlike
the previous results, the difference between RTs concerning confidence in considering

strong implicatures as intended meanings and those concerning confidence in

considering weak implicatures as intended meanings was not significant: F;(1,71)<1,

n.s.; F»(1,23)=<1, n.s.
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However, the difference between RTs concerning confidence judgments in

considering explicatures and strong implicatures as the intended meanings turned out

significant: F1(1,71)=5.11, p<.05; F,(1,23)=5.84, p<.05.
Thus, examining the parameter of Response Times to determining the degree of
confidence in the response given in the confirmability task yielded the following

scale:

(55) Linguistic meaning = explicature < Implicaturesyong = Implicaturepyeax.

3.2.7 Discussion.

The results of Experiment 2 indicate a partial hierarchy in both
confirmability and degree of confidence as to the likelihood of each level of
interpretation to be considered PII. In this hierarchy, the explicature (bare linguistic
meaning included) is the strongest level, weak implicature is the weakest level, and
strong implicature is the intermediate level. The results of the online Confidence test
also demonstrate a dichotomy, grouping linguistic meaning and 'explicatedmax' On the
one hand, as the levels whose degree of confidence is determined faster, and the
‘implicated’ on the other.

A number of conclusions can be drawn on the basis of the results of Experiment 2:

1. First, the lack of differences between linguistic meanings and explicatures does
not support the psychological reality of linguistic meanings, which, when in
discourse, are shown here to be subjected to enrichment to the level of
explicatures, as argued by Relevance theoreticians. Moreover, this lack of
differences suggests that in discourse, the routine enrichment of the bare

linguistic meaning renders it possible only on a theoretical level of interpretation.
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In fact, the relatively rare cases where it has been shown to be taken as PIl might
be misunderstandings and wise-guy interpretations (see Ariel, 2008: 304).
Explicatures and (strong and weak) implicatures are ordered on a scale, which
reflects their likelihood to be taken as the PII. The strongest level, the one with
the highest likelihood to be considered the PII, is the explicature, as proposed by
Avriel (2008, 2010), Carston (2012 p.c.), and Recanati (2004), among others.

An especially interesting result is the finding that the likelihood of weak
implicatures to be taken as PII is above chance (60%). Hence, these results
suggest that when the context is rich and supportive, weak implicatures can also
be identified as the PII. This underscores the highly influential role context plays
in understanding discourse.

The hierarchy revealed when measuring participants’ degree of confidence in
their 'yes' responses also supports Ariel (2008, 2010) and Maximalist approaches
(see Chapter 1 above), in that it attests to the relatively high strength of
explicatures as the level that is most likely to be considered the PII. Participants
found it easier to confirm explicatures as the PII than to confirm both strong and
weak implicatures.

The null results, showing no differences in response times to the decision as to
whether to accept the target sentences as PlIs, argue against our hypothesis.
However, differences in response times to determining the degree of confidence
of participants in their 'yes' answer were partially supportive of the predicted
gradation, showing, however, that it comprises of 2 (rather than 4) types of

interpretations that differ in strength:
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(56) Bare linguistic meanings = Explicatures > Implicaturesyong =

Implicaturepwea

This dichotomy thus differentiates between the explicated and the implicated. It
attests to the psychological reality of each of these categories. It thus supports the
Relevance theoretic account, which draws the line between explicated and

implicated inferences.

3.3 Experiment 3: The Deniability test

Deniability, as introduced in Chapter 2, is the interactional parallel of Grice's (1989)
Cancelability. Deniability tests the extent to which a speaker is licensed to say that
s/he has never said a specific content in a certain situation. Deniability may be applied
in cases Cancelability cannot. Here is an example of an item (given again in 3.3.4

below):

(57) Strong Implicature (Appendices I, I1, section 3, item 24)

Michal and Anat are talking about Gadi, a guy Michal fancies.

Michal met Gadi at a party, and it seemed to her that he was flirting with her.
Anat: Well, did you check up on him?

(Trigger sentence:) Michal: Oh, yes, if I like someone, he must have a ring on
his finger.

(Target sentence:) Conclusion: According to Michal, Gadi is married.
Question: Can Michal deny the conclusion (=to what extent will Michal be
licensed to say in the future: ""In that situation, I didn't say that Gadi was

married.")
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1 2 3 4 5 6 7

Very Medium Very
low high
3.3.1 Aim.

Our aim is to use the Deniability test as a tool to differentiate between all levels of
interpretation on the strength hierarchy: Linguistic meanings should be the hardest to
deny, followed by explicatures and then by strong implicatures. Weak implicatures
should prove the easiest to deny. Although it is possible that the inferred
representations already confirmed as potential Plls might be considered deniable,
some should be denied less easily than other inferred representations, which were
found to be weaker (Experiments 1-2). If so, Deniability might prove to be a more

sensitive tool to identify interpretation strength.

3.3.2 Predictions.

By now, one possible interactional gradation has been established: linguistic meaning
= explicature > implicaturesyong > implicature[weak].66 In Experiments 1 and 2, the
level of explicatures manifested a unique behavior, and proved itself stronger than
both strong and weak implicatures. However, as the difference between the bare
linguistic meaning and the explicature does exist theoretically, we assume the
Deniability test would be a more sensitive test that would bring out the difference
between linguistic meanings and explicatures. This can be justified by the following

reasoning:

% This gradation has been established in both Experiments 1 and 2. However, we should mention that
the differences in the response times to confidence answers in Experiment 2, yielded a different
gradation: linguistic meaning = explicature > implicature(syong; = implicatureqyeax-
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1. The Deniability test forces the participant to go back to the short text to see
whether the proposition of the given target sentence can be denied as having
been said by the speaker, and if so, to what extent it can be denied.

2. Returning to the short text forces the participant to consider every little
deviation from the phrasing of the target sentence.

3. We believe that these deviations will make the participants more attentive to
the possibility of denying the content of the target sentence. For example,
these deviations include uses of pronouns in the trigger sentences instead of
lexical nouns in the target sentences (reference assignment). Here the
participants could perhaps reason that other referents could be intended by the

pronouns in the trigger sentences.

We therefore aim to show that the Deniability test would attest to a distinct status of
the level of bare linguistic meanings as well.

In view of this line of reasoning, we expect the results to correspond to those
of either the Discourse Coherence test (Experiment 1) or the PII Confirmability test
(Experiment 2) with one exception — the Deniability of the bare linguistic meanings

will turn out different from that of explicatures:

(58) Bare Linguistic Meanings > Explicatures > Implicaturesisyong) > Implicaturespweax
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3.3.3 Participants.

The participants were 48 students of Tel-Aviv University both undergraduates and
graduates (22 women, 26 men), aged 20-44. All were native speakers of Hebrew.

They were paid 30 NIS for their participation.

3.3.4 Materials.

Unlike Experiment 2, Experiment 3 is an off-line test, which enabled the participants
to read the texts over and over again, making redundant the need for the unbiasing
sentences (used in the texts of Experiment 2). This time participants were presented
with target sentences they had to rate in terms of perceived deniability. All versions of
all short texts were arranged in four different questionnaires, each consisting of 39
items: 2 sample items, 1 buffer (presented as question 1), 12 fillers and 24
experimental items. Each questionnaire comprised 6 short texts whose target sentence
was the linguistic meaning, 6 — whose target sentence was the explicature, 6 — whose
target sentence was the strong implicature, and 6 — whose trigger sentence induced
understanding the target sentence as the weak implicature.

We should bear in mind that participants are comparing the same target
sentence, which either constitutes the linguistic meaning in one context, or the
explicature, or the strong implicature, or the weak implicature in other contexts
(differing basically in terms of the trigger sentences within otherwise a rather identical

context). For example (Appendices I, 11, section 3, item 24) ®":

(59a) Linguistic meaning

Michal and Anat are talking about Gadi, a guy Michal fancies.

%7 These four versions of the same short text appeared in four different questionnaires.
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Michal met Gadi at a party, and it seemed to her that he was flirting with her.

Anat: Well, did you check up on him?

(Trigger sentence:) Michal: Yes, Gadi has been married for two years now.
(Target sentence:) Conclusion: According to Michal, Gadi is married.

(59b) Explicature

Michal and Anat are talking about Gadi, a guy Michal fancies.

Michal met Gadi at a party, and it seemed to her that he was flirting with her.
Anat: Well, did you check up on him?

(Trigger sentence:) Michal: Yes, he has been married for two years now.
(Target sentence:) Conclusion: According to Michal, Gadi is married.

(59c) Strong Implicature

Michal and Anat are talking about Gadi, a guy Michal fancies.
Michal met Gadi at a party, and it seemed to her that he was flirting with her.

Anat: Well, did you check up on him?

(Trigger sentence:) Michal: Oh, yes, if I like someone, he must have a ring on

his finger.
(Target sentence:) Conclusion: According to Michal, Gadi is married.

(59d) Weak Implicature

Michal and Anat are talking about Gadi, a guy Michal fancies.
Michal met Gadi at a party, and it seemed to her that he was flirting with her.

Anat: Well, did you check up on him?

(Trigger sentence:) Michal: | called him, but he wasnt home; some kid

answered me.

(Target sentence:) Conclusion: According to Michal, Gadi is married.
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3.3.5 Procedure.
Participants were instructed to rate the degree of deniability of each target sentence

taken into consideration the circumstances under which it was uttered (the phrase

‘under these circumstances' was underlined in each question, see section 3.3.4; above

emphasis was added also by the experimenter). Given these specific instructions, we

argue that what was rated was in fact perceived as the PII. The instructions were as

follows:

Thank you for participating in this experiment.

You are about to read a few short texts. At the end of each short text there is a
conclusion derived on the basis of what a speaker in that text has just said. You are
asked to rate, on a 7 point scale, the extent to which it is possible for that same
speaker to deny having said (what is mentioned in) the conclusion, which could be
implied from what s/he had said . You may change your mind and change your rating

before submitting the questionnaire.

Following the instructions, two practice examples were presented followed

by a comprehension. Once the participant’s understanding of the task was confirmed,

s/he was left alone to finish rating the deniability of all the items.

3.3.6 Results.

Results of the rating means and SDs are presented in Table (7) and in Figure (5).
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Table (7): Rating Mean and SD for Each Level of Interpretation

Level of Interpretation Mean SD
Linguistic meanings 1.83 .90
Explicatures 2.04 1.02
Strong Implicatures 3.21 1.00
Weak Implicatures 4.39 1.06

Two one-way ANOVAs (one for subjects and one for items) revealed that there was a
significant difference between the grades given to each level of interpretation,
F1(3,141)=101.19, p<.001; F»(3,69)=37.69, p<.001. Comparisons between conditions
showed a significant difference between each pair of conditions, thus, yielding a clear
hierarchy: linguistic meaning — explicature: Fy(1,47)=2.07, p=.08 (marginally
significant); F»(1,23)=2.50, p<.05 ; explicature — strong implicature: F;(1,47)=51.37,
p<.001; F,(1,23)=27.63, p<.001 ;strong implicature — weak implicature:
F1(1,47)=51.47, p<.001; F»(1,23)=32.28, p<.005.

Hence, the scale we received for Deniability was:

(60) Bare Linguistic meanings < Explicatures < Implicaturefsyong < Implicaturepyeax

The less deniable the level, the stronger it is, which means that the strength scale was:

(61) Bare Linguistic meanings > Explicatures > Implicaturesyrong; > Implicaturepeax
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This hierarchy is illustrated in Figure (5):

Figure (5): Rating Mean for Each Level of Interpretation
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As can be seen, the gap between the deniability of linguistic meanings and
explicatures is notably smaller than both the one between explicatures and strong
implicatures and the one between strong implicatures and weak implicatures. That is,
with regard to Deniability, explicatures are much closer to linguistic meanings than to
strong implicatures. But we should also note that while linguistic meanings, as well as
explicatures, are perceived as very hard to deny, the rating assigned by participants to
strong implicatures was 3.2, showing that they too were not so easy to deny. Weak
implicatures were the only ones to get a rating higher than 4. Another interesting
finding is that, in some contexts, even linguistic meanings are deniable. Indeed, they
are deniable to a very low degree, yet the speaker is still seen as licensed to deny
saying them.

In sum, linguistic meanings are the most difficult to deny (their deniability
rating was the lowest - below 2), and thus the strongest, weak implicatures are the

easiest to deny (their deniability rating was the highest - above 4), i.e. the weakest.
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Strong implicatures and Explicatures are of an intermediate level. But in fact, while
the deniability of explicatures is significantly different from that of the linguistic

meanings, it is closer to it than to that of strong implicatures.

3.3.7 Discussion.
The findings of Experiment 3 provide support for the predicted scale (X > Y = X is

stronger, i.e. less deniable than Y):

(62) Bare Linguistic Meanings > Explicatures > Implicaturesyong) > Implicaturepeax

Interactionally speaking, unlike the results of Experiments 1 and 2, here, bare
linguistic meanings have proven to constitute a distinct level of interpretation. Only
one explanation seems possible: the Deniability test is unique in that it involves
negation which, in the task under discussion, is demanding, requiring thinking and
rethinking. The result is the most fine-tuned perception of the differences between
these various levels of interpretations, whose gradation, as in a fuzzy set, may often
escape clear cut distinctions, especially when not sufficient processing time is allowed
(as is the case in Experiment 2). Compared to the less demanding tests used earlier,
this task yielded a significant difference between all the levels of interpretation
anticipated.

The results of Experiment 3 also support Relevance theory. They attest to the
psychological reality of each of the 3 types of interpretation tested, including the
explicature, which here emerges as a distinct level of interpretation distinguishable
not only from both types of implicatures, but also from the bare linguistic meaning,

thus manifesting its own discursive pattern. On the one hand, explicature is not as
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easily deniable as strong (and weak) implicatures, but on the other hand, it is not as
difficult to deny as bare linguistic meanings. As such, the results of Experiment 3 also
support the trichotomy of levels of interpretation as presented by Relevance Theory.
Moreover, the proximity detected between the low deniability of linguistic meanings
and explicatures supports a Maximalists’ ‘Explicated’ level, which consists of the
linguistic meaning enriched by various explicated inferences.

Of course, the very low degree of deniability of linguistic meanings, as
opposed to the relatively high degree of deniability of implicatures is also compatible
with Grice’s a-contextual Cancelability criterion. Based on Grice’s inclusion of
ambiguity resolution and reference assignment under ‘Explicatednr’, Griceans may
find partial support in the higher proximity of explicatures to linguistic meanings than
to implicatures, promoting ‘Explicatednmin’. However, the explicated inferences used in
Experiment 3 are not restricted to ambiguity resolution and reference assignments.
Rather, they involved various ways of enriching an utterance, including enrichments
of and conjunctions.®® Hence, unless the group of explicatures is divided into its sub-
categories and examined separately, the Minimalist model cannot be said to be
supported.®®

An additional important finding is the confirmation of the newly introduced
Deniability test. As this test is used only after having established the strength
hierarchy (Experiments 1 and 2), the (almost-fully) replicated results we get here
reinforce the ability of this test to measure degrees of strength of levels of
interpretation.

Taken together, the results of Experiments 1-3 provide support for our

Interpretation Strength Scale, which orders the levels of interpretation on a scale

%8 See Chapter 2 for details.
% This will be taken up in experiment 4.
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based on their degree of strength. As the Interpretation Strength Scale opts for scalar
rather than clear-cut boundaries between the various levels, we also predicted
differences of degrees of strength within the level of implicatures (strong vs. weak).
Having established the psychological reality of explicatures, we now shift
our focus to the level of explicatures and its unique behavior. We considered the
possibility that what seems to be a trichotomy is actually a within-levels-continuum.
Thus, Experiment 4 will test the assumption that we have a continuum of levels of
interpretation, and not just three distinct levels. We will divide up the group of
explicatures into sub-groups based on various kinds of pragmatic contributions,

looking for significant differences between them.

3.4 Experiment 4: The Deniability test (only Explicatures)

Having established the explicature as a valid and distinct level of interpretation, we
now zero in on the various pragmatic contributions included within explicatures - the
explicated inferences. An explicated inference can be the outcome of any one of a
number of processes, such as disambiguation, reference assignment, and enrichment,
etc. Are there any differences between these various explicated inferences, in terms
of their degree of strength? Will these differences reflect a possibly different status for

an Explicatedn, versus an Explicatedmax?

3.4.1 Aim.
The aim of this experiment was twofold:
1. Replicating the results of previous experiments, which supported the relatively

high degree of strength of explicatures, as far as deniability is concerned.
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2. Testing the continuum hypothesis by examining the behavior of five
categories of explicated inferences (see explanation in 3.4.4 below): lexical
disambiguation, reference assignment, default (or salient in terms of being
prototypical members of a category or a scenario) enrichments, e.g., eating
breakfast today, completion of fragmentary answers and various and

enrichments.”®

3.4.2 Predictions.

The strength continuum suggests the following prediction: although there is a
significant difference between all explicatures taken together as a single category and
all other meaning levels, some explicated inferences might be easier to deny than
others, and thus might be ranked closer to strong implicatures. Other explicated
inferences may be harder to deny, which would allow them to be ranked as closer to
linguistic meanings. If so, we may offer a continuum of levels of interpretation
organized according to their ease of deniability within the explicature category. In
other words, the proposal is that we may find a far richer scale than first envisioned.

Instead of the simple scale in (43), repeated here in (63):

(63) Bare linguistic meaning > Explicatedmax > Implicaturesyong > Implicaturepwea

we may have more members on the scale, breaking down the conventional

Explicature category, we operated with so far, into sub-categories.”* Tipped off by

"0 Regarding the and-conjunction, Levinson (1995, 1998, 2000) also includes them in his distinct
category of GCls, yet, his enriched meaning of and does not account for a wide range of relations, as
were examined here.

™ It should be noted that Relevance-theoreticians too suggested gradability of strength, but their
gradability depending on the relative contribution of the explicated inferences versus that of
linguistic meaning, rather than on the nature of different pragmatic contributions.
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Minimalists’ ideas, one might predict that the explicatures which result from the
processes involved in Grice’s (1975, 1989) ‘Explicatedyn’, i.e., lexical ambiguity
resolution and reference assignment (core inferences), will be relatively harder to
deny (See Chapter 1, section 1.2.1.1). Such a result will lend support to the
psychological reality of the Gricean ‘Explicatedmin’, since it will place these two
inference types closer to the linguistic meaning than other explicated inferences on the
continuum (Berg, 2002; Borg, 2005; Grice, 1989; Horn, 1984, 2006; Levinson, 1983,
2000). In an intermediate position we may find Levinson's additional ‘presumptive
meanings'. These ‘periphery’ inferences are predicted to be easier to deny.”

Following is the Minimalists' predicted scale:

(64) Reference resolution/Disambiguation > Default enrichments/Fragments

completion/Conjunction enrichments

However, since Levinson did not include all possible enrichments of and-conjunction
(see f. 70 above), Minimalists' should in fact predict that Conjunction enrichments are
the easiest to deny, as most materials here are not confined to the temporal-relation-

enrichment. Hence,

(65) Reference resolution/Disambiguation > Default enrichments/Fragments

completion > Conjunction enrichments

"2 Note that a hierarchy of Levinson's (2000) GClIs was tested by Larson et al. (2009). However, their
results were not compatible with Levinson's classification system.
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Maximalists, on the other hand, have not offered a strength-based distinction between
different types of explicated pragmatic enrichments. Thus, they seem to have no

predictions as to the hierarchy of these pragmatic enrichments.

3.4.3 Participants

Participants were 32 students from Tel-Aviv University (19 women, 13 men), aged
20-29, both undergraduates and graduates. All were native speakers of Hebrew. They

were paid 30 NIS for their participation.

3.4.4 Materials

In addition to the materials used in Experiment 3, we added new short texts allowing
the testing of the various kinds of pragmatic contributions to explicature found in the
literature. We intended to test the deniability of explicatures which are the result of
five pragmatic processes: reference assignment, lexical ambiguity resolution, default
enrichments, fragment completion, and and Enrichments.

As the materials used in our previous experiments did not include items
which summoned lexical ambiguity resolutions, we had to construct such cases, while
checking the degree of salience of various meanings of ambiguous words. In order to
be 'salient’, information must be consolidated, i.e. stored in the mental lexicon (Giora,
1997, 1999, 2003; Peleg et al., 2004). According to Giora, salience is gradable, and
affected by e.g., frequency, experiential familiarity, conventionality, and
prototypicality. Salient meanings are coded and feature dominantly in the mental
lexicon. Consequently, they are accessed automatically, irrespective of contextual
information to the contrary; less-salient meanings, however, while coded too, lag

behind and often reach a threshold only when contextual information invites them.

117



Based on the unconditional accessibility of salient meanings, we too assume that
disambiguation does not occur when the salient meaning is also the compatible one.
Therefore, in order to ascertain that disambiguation indeed occurs, we revised almost
all the short texts so that the meaning the interlocutor has to zoom in on in order to
infer the target sentence is the less-salient one.” Likewise, our previous experiments
did not contain enough items which induce the addressee to attribute additional
pragmatic meanings to conjunctions, so some of these had to be added as well. In
order to ascertain that the new explicatures were strong, compared to other optional

explicatures of the same utterance, a pretest was conducted.

3.4.4.1 Pretest

The pretest consisted of 20 short texts up to four lines long. Each short text ended in
an utterance uttered by one of the protagonists of the text. Three possible explicatures
appeared following each short text, and the participants were asked to rate each of the
explicatures on a 7 point scale of (ranging between 1 =under the circumstances, the
speaker did not mean that at all and 7 =under the circumstances, that is precisely what

the speaker meant). For example:

(66a) Disambiguation (Appendices I, 11, section 4, item 13)
The Doctors at the maternity ward at Sheba Hospital are coming out of a staff
meeting.

Nurse: What was the meeting about?

" There is evidence showing that when the salient meaning is compatible with contextual information,
the less salient meaning is not retrieved (Gernsbacher, 1993; Gernsbacher and Faust, 1991; Giora,
1999, 2003; Giora and Fein, 1999). Hence, we made an attempt to make less salient meanings
contextually compatible. The data about the more and less salient meanings of the ambiguous words
was taken from Peleg and Eviatar (2008).
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Doctor: We talked about the patients. (in Hebrew: xolot, = sick (fem, pl). The
word xolot also means sands).

Under the circumstances above, what does the doctor actually say?

A. We talked about the land.

4
Very Medium Very
low high

B. We talked about the seashore.

Ui
oY

| 2 ; ] 7
Very Medium Vgry
low high

A. We talked about the patients in the ward.

4 7
Very Medium Very
low high

(66b) Conjunction enrichment (Appendices I, I1, section 4, item 26)
Ruthi meets her friend's neighbor, and she likes him.
Ruthi: What do you know about him?
The friend: He is cute and complicated.

Under the circumstances above, what does the friend actually say?

A. The neighbor is firstly cute, and secondarily complicated.

| 2 3 4 5 6 7
Very Medium Very
low high
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B. The neighbor is cute, but complicated.

4
Very Medium Very
low high
C. The neighbor is both cute and complicated.

i | i i i

b 2 5 4 5 7
Very Medium Very
low high

The short texts that scored highest on that scale were added to the materials from

Experiment 3, yielding a total of 30 short texts. These 30 short texts were used in

Experiment 4.”

3.4.4.2 Materials of the main Experiment

Each of the 30 short texts selected on the basis of the pretest provided contexts for an
identical “conclusion” (see 52), which served as an explicature (see 52a-e). Below are

examples of each of the pragmatic contributions to the explicature.

(67a)

Michal and Anat are talking about Gadi, a guy Michal fancies. Michal met

Gadi at a party and it seemed to her that he was flirting with her.

Anat: Well, did you check up on him?
Michal: He's married.

Conclusion: Gadi is married.

" Naturally, the participants of the pretest were not those who also participated in the main experiment.

Reference resolution (Appendices I, 11, section 4, item 29)

Thirty-two students of Tel-Aviv University and the Shenkar college participated in the pretest.

120



(67b) Lexical ambiguity resolution (Appendices I, I, section 4, item 13)
The Doctors at the maternity ward at Sheba Hospital are coming out of a
staff meeting.
Nurse: What was the meeting about?
Doctor: We talked about the patients. (in Hebrew: xolot, = sick (fem, pl). The
word xolot also means sands).
Conclusion: We talked about the patients in the ward.

(67c) Default (or Salient) Enrichment (Appendices I, 11, section 4, item 12)
Yonni and his friends went on a hike. At 10 o'clock Yonni begins preparing a
late breakfast for everyone. He wants to know whether Smadar would like an
omelet, but cannot find her.
He asks her friend Rinat: Would Smadar like an omelet?
Rinat: Smadar has already had breakfast.
Conclusion: Smadar has already had breakfast that morning.

(67d) Fragment completion (Appendices I, 11, section 4, item 17)
Ran and Ofer are visiting the museum. Ran wants to show Ofer a picture he
really liked.
Ofer: Well, when are we going to see the picture you talked about so much?
Ran: On your left.
Conclusion: The picture | liked is on your left.

(67e) Enriched conjunctions (Appendices I, 11, section 4, item 34)
Iris and Yonni go on a night trip in the Judean desert. The next morning,
when Iris comes back alone, their friend Dror asks her: Where's Yonni?

Iris: Yonni felt bad and went to the hospital.
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Conclusion: Yonni felt bad and therefore went to the hospital.”

All short texts were inserted into one questionnaire alongside 10 filler items,
which included strong implicatures we didn't use in our previous experiments. Each
question was always followed by an explanation (here, as in the original questionnaire

—in bold). For example:

(68) Anexample of an item in Experiment 4 (Appendices I, Il, section 4, item 17)
Ran and Ofer are visiting the museum. Ran wants to show Ofer a picture he
really liked.

Ofer: Well, when are we going to see the picture you talked about so much?
Ran: On your left.
Conclusion: The picture | liked is to your left.

Question: Can Ran deny the conclusion (=to what extent will Ran be licensed to

say to ofer in the future: ""In that situation, |1 didn't say that the picture | liked

was to your left.")

1 2 3 4 5 6 7

i ! i i i i |
Very Medium Very

low high

Of the 30 short texts, six tested reference assignment (personal pronouns,
demonstrative pronouns), six tested lexical ambiguity resolution, six tested default

enrichments (some based on common examples from the literature (e.g. Bach, 1994;

" Noveck and Reboul (2008) and Pouscoulous and Noveck (2009) have already shown that a strongly
biased context facilitates pragmatic inferencing, especially when scalar implicatures or the and-
conjunction are involved.
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Recanati, 2004 inter alia), six tested completion of fragmentary utterances, and 6
tested ‘and’ enrichments (= ‘and then’, ‘therefore’ or ‘nonetheless’). Again, some of
these examples were also taken from the literature (Ariel, 2008; Carston, 2002 inter
alia). The questions were presented to the participants in a restricted random order.
We made sure that consecutive items always concerned different types of explicated

inferences.

3.4.5 Procedure

As in Experiment 3.

3.4.6 Results

Table (8): Rating Mean and SD for Each Pragmatic Process

Pragmatic process Mean SD

Disambiguation 3.71 1.02
Conjunction enrichment 2.89 1.21
Default enrichments 2.58 0.92
Reference resolution 1.92 0.74
Fragment completion 1.85 0.70

The results support the relatively strong status of explicated inferences. The
deniability ratings of the explicated inferences tested here range between 1.85 and

3.71, clearly heavily skewed towards the non-deniable end of the scale.

Note that the higher the mean, the more deniable, and thus the weaker, the inference.

These results are illustrated in Figure (6):

123




Figure (6): Rating Mean for Each Pragmatic Process

3.71
2.89
2.58
1'85 1.92 I I

fragment reference default conjunction disambuguation
completion resolution enrichment enrichment

The subject and item ANOVAs showed that there are differences between the 5
categories: F1(4,124)=35.52, p<.001; F,(4,25)=6.49, p<.005. Since, following
Maximalists, we had no specific predictions as to the expected hierarchy of the
Deniability of the various pragmatic contributions, we first employed a Helmert-
contrast analysis (between each category and the mean of all subsequent categories),
to establish the statistically significant gradation:

1. lexical disambiguation-(mean of all other 4): F;(1,31)=81.87, p<.001,;
F»(1,25)=17.41, p<.001.

2. And-conjunction- (mean of default enrichments, reference assignment,
completion of fragmentary answers): F1(1,31)=15.53, p<.001; F,(1,25)=4.96,
p<.05.

3. default enrichment-(mean of reference assignment, completion of fragmentary
answers): F1(1,31)=31.63, p<.001; F»(1,25)=3.60, p=.07.

4. reference assignment-completion of fragmentary answers: F1(1,31)<1, n.s,;

F2(1,25)<1, ns.
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Next, we examine the differences between each and the ones positioned next to it by

employing a repeated contrast analysis:

1. disambiguation-conjunction enrichment: F1(1,31)=16.45, p<.001,
F2(1,25)=3.75, p=.064.

2. conjunction enrichment—default enrichment: F;(1,31)=2.37, p=.13, n.s,;
F,2(1,25)<1, n.s.

3. default enrichment -—reference resolution: F;(1,31)=24.88, p<.001;
F2(1,25)=2.46, p=.13, n.s.

4. reference resolution-fragment completion: F;(1,31)<1, n.s.; F»(1,25)<1, n.s.

It should be noted, however, that the analysis by subjects is much more meaningful
here. This is because we had a relatively large number of participants for the ‘within-
subject’ analysis, as each participant answered all categories of pragmatic
enrichments, whereas item-wise, the Experiment comprised only six items in each
category.

Thus, in light of the results received from Subject ANOVA, the hierarchy of

strength we got was:

(69) Fragmentary answers completion/Reference resolution >  Default
enrichment/Conjunction enrichment > Disambiguation

Or:

(70) Group 1: Fragment completion/Reference resolution >

Group 2: Default enrichment/and-Conjunction enrichment >
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Group 3: Disambiguation

Figure (7) crudely describes the scale in (69):

Figure (7): The Formed Hierarchy of Deniability within The Category of

Explicature

Fragment reference Default conjunction

completion resolution enrichments  enrichment disambiguation
| | | |

equally strong‘ (Lqually strong
Stronger than Stronger than

THE STRONGEST THE WEAKEST

As can be seen, results support a three-way division of degree of strength: fragment
completions are as strong as reference resolutions, and both constitute the least
deniable category; default enrichments and and-conjunction enrichments are also
equally strong, but they are easier to deny than fragment completions and reference
resolutions; explicatures resulting from disambiguation are the weakest category, i.e.
the easiest to deny.

It is difficult to compare these results to the results of Larson et al. (2009),
since most of their tested categories were not tested by us. However, we can see a
difference between the likelihood of their 'conjunction buttressing' category to be
counted as 'what is said’, and the likelihood of our and-conjunction category to be
deniable. Their ‘conjunction buttressing' category received a total of 25% false
responses, which means that 75% of the responses treated them as implicated rather
than said. Our category of and-conjunction, on the other hand, demonstrated a 2.89
mean rating of deniability. Thus, whereas Larson et al.'s results suggest that enriched

meaning of and-conjunction was relatively easy to cancel, we found that it was much
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harder to deny. This difference may derive from two factors. First, Larson et al. asked
for a True or False answer (=Cancelability), whereas we asked the participants to rate
the Deniability on a 7 point scale. Second, whereas Larson et al. focused on the
literally-conveyed content, we directed the participants towards the PII, which is more

discourse-dependent.

3.4.7_Discussion
We will begin with the conclusions which can be drawn from these results, and then
propose a post-hoc explanation for the particular gradation found.

First and foremost, the gradation we receive supports Recanati's (2004 and
onwards) division within primary processes into cases of saturation and cases of
enrichment. As noted above (Chapter 1, section 1.2.2.1), Recanati (2004) opts for
sequential processing, where the output of primary pragmatic processes (=Recanati's
'what is saidyrg') is the input for secondary pragmatic processes, which, in turn, yield
'what is communicated’. Whereas primary pragmatic processes are pre-propositional,
help determine what is said and its truth-value, secondary pragmatic processes are
post-propositional, and are can take place only after a full propositional content was
completed. Experiment 4 only tested the output of primary pragmatic processes:
saturation and enrichment. Whereas saturation is linguistically-mandated, enrichment
is grammatically-optional and context-driven. Thus, we can say that our results reflect
this difference exactly: completion of fragmentary answers and reference assignment
(Group 1) are included in ‘saturation’, as they are grammatically-necessary for
creating a full proposition, bearing a truth-value. Other processes we examined

(Group 2: default enrichments, and enrichments of and-conjunction) are Recanati's
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enrichments, which are processed in a top-down direction, i.e. predominantly
influenced by context.

In addition to Recanati's definition of Group 1 as grammatically-mandated,
we found that our Group 1 cases can be further specified in that when completing a

fragmentary answer or assigning reference, people rely on linguistic expressions

which were already part of the specific discourse. ® For example (relevant words are

in bold, and the relevant components in the trigger utterance are underlined):

(71a) Fragmentary answers completion (Appendices I, Il, section 4, item 17)

Ran and Ofer are visiting the museum. Ran wants to show Ofer a picture he
really liked.

Ofer: Well, when are we going to see the picture you talked about so
much?

Ran: On your left.

Conclusion: The picture I liked is to your left.

(71b) Reference assignment (Appendices I, 11, section 4, item 29)

Michal and Anat are talking about Gadi, a guy Michal fancies.

Michal has met Gadi at a party, and it seemed to her that he was flirting with
her.

Anat: Well, did you check up on him?

Michal: Yes, he has been married for two years now.

Conclusion: Gadi is married.

" The explanation presented here partly corresponds to Sperber and Wilson's (1986/1995: 140-141)
three ways to extend any context (not necessarily a verbal context): "going back in time", adding
encyclopaedic knowledge, and picking up information from the immediately observable environment.
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This is not the case when enriching a meaning of an utterance or the linguistic
meaning of the and-conjunction (group 2) is concerned. In addition to the fact pointed
to by Recanati that the processes in this group are grammatically optional, the

materials were such that people mainly relied on world knowledge, which they

applied to the specific context. The interpretation of Group 2 usually in follows
common, stereotypic situations,. For example (the relevant components in the trigger

utterance and the target sentences are underlined):

(72a)  Default Enrichment (Appendices I, Il, section 4, item 12)

Yonni and his friends went on a hike. At 10 o'clock Yonni begins preparing a
late breakfast for everyone. He wants to know whether Smadar would like an
omelet, but cannot find her.

He asks her friend Rinat: Would Smadar like an omelet?

Rinat: Smadar already had breakfast.

Conclusion: Smadar already had breakfast that morning.

(72b) _And-Conjunction (Appendices I, I1, section 4, item 34)
Iris and Yonni go on a night trip in the Judean desert. The next morning,
when Iris comes back alone, their friend Dror asks her: Where's Yonni?
Iris: Yonni felt bad and went to the hospital.

Conclusion: Yonni felt bad and therefore went to the hospital.

Thus, these differences are in line with Recanati's division of primary processes into
saturation (Group 1) and enrichment (Group 2). In light of these characteristics, we
may conclude that sources of interpretation also form a scale, which corresponds to

the scale of pragmatic processes:
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(73) Immediate discourse > World knowledge/common scenarios

Hence, inferences based on common-scenarios tend to be more deniable than
inferences based on recovery of material explicitly mentioned in the previous
discourse. This suggestion should, however, be tested in future research.

We discussed two differences between the processes in Group 1 and the
processes in Group 2. One was Recanati's division into linguistically-mandated
processes (group 1) and linguistically-optional processes (group 2). The second
difference is related to the source of information interlocutors rely on when
undergoing these processes (73 above). We propose that the relationship between
these two factors should be examined in future research.”” While it’s probably not the
case that every grammatically mandated process is limited to a “narrow context’-
retrieval and every grammatically optional process requires a “wide context”-
retrieval, there may very well be some correlation between the two, as is often
assumed by Minimalists

What about disambiguation? The results seem surprising in view of the fact
that most researchers, Grice and neo-Griceans included, consider disambiguation a
part of ‘what is said'. We propose that disambiguation is not a unitary phenomenon, as
has been assumed so far. When resolving lexical ambiguity, people base their
understanding on the discourse. As noted above, following Giora's (1999, 2003)
Graded Salience Hypothesis, we assumed that if the context supports the salient

meaning of a word, the less-salient meaning may not be retrieved. Hence

" It should also be noted that under closer scrutiny it was found that the group of inferences based on
completing default enrichments in this test was not a monolithic group. It was quite diverse in the
sense that the enrichment of some target sentences was based on lexical antecedents in the immediate
discourse as well as on world knowledge/common scenarios. However, in almost all six cases,
understanding the target sentences was predominantly based on world knowledge.
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disambiguation might not occur. Therefore, five of our six contexts summoned the
less-salient meaning of the ambiguous word, so that participants would be forced to
engage in disambiguation. In other words, in five of the six items it was the less-
salient meaning that was congruent with the target sentence.”® For example

(Appendices I, 11, section 4, item 13):

(74) The Doctors at the maternity ward at Sheba Hospital are coming out of a
staff meeting.
Nurse: What was the meeting about?
Doctor: We talked about the patients. (in Hebrew: xolot, = sick (fem, pl). The

word xolot also means sands, which is the more salient meaning).”

Conclusion: We talked about the patients in the ward.

Recanati considers the pragmatic process of disambiguation as a non-optional
process, like saturation. This is because the content including the ambiguous
component is not literally truth-evaluable. It is not propositional, until the appropriate
semantic value is assigned to the ambiguous component.

However, our results seem to point to the opposite, because the sentences
involving disambiguation in Experiment 4 were the easiest to deny, even more
deniable than the sentences involving default enrichments and and-enrichments.

One possible explanation comes to mind:

"8 One item (appendix 11, section 4, item 33) supported the salient meaning. However, although this
item received the lowest deniability grade, its grade was very similar to grades received by a few
other items in the disambiguation category.

™ As already pointed out, the data about the more and less salient meanings of the ambiguous words is
taken from Peleg and Eviatar (2008).
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Unlike the contexts in conditions 1-2, which support salient meanings, the contexts in

condition 3 are biased in favor of the less-salient meaning. Recall that according to

the graded salience hypothesis (Giora, 1997, 2003), salient meanings are retrieved

automatically, regardless of contextual strength. When contextually incompatible,

interfering with the interpretation process, they must be discarded (Frazier and

Rayner, 1990). Such suppression processes are costly, both in terms of effort and

processing time (e.g., Gernshacher and Faust, 1991).%° It is possible, then, that while

comprehenders must have accessed the salient meaning at no cost, they found it hard

to suppress it and activate the less salient one, which was therefore easy to deny.

While this makes sense, our results seem to refute this option. Let's compare two

items (Appendices I, 11, section 4, items 13 and 27):

(75)

(76)

The Doctors at the maternity ward at Sheba Hospital are coming out of a
staff meeting.

Nurse: What was the meeting about?

Doctor: We talked about the patients. <in Hebrew: xolot, = sick (fem, pl).

The word xolot also means sands, which is the more salient meaning.>

Conclusion: We talked about the patients in the ward.

The Professor of Medicine was giving a lecture about human anatomy. He
presented the students with a human skeleton and asked them about the
names of different parts of the skeleton. When a few students failed to
answer, the professor became upset with them.

Student: But, Professor, the material you gave us had so many names for so

many parts in the body, it's simply impossible to remember them all.

8 |n fact, as noted above, the Graded Salience hypothesis suggests that a retrieval of the less-salient
meaning can occur only if suppression of the salient meaning has already taken place.

132



The professor: I asked you to focus on a number of joints (“Prakim”). I
mentioned their names in my previous lecture. <The Hebrew word Prakim
means either ‘joints of the body’ (= the less-salient meaning), or ‘chapters in
a document’ (= the salient meaning).>

Conclusion: | asked you to concentrate on the names of a number of

joints.

Regarding item (75), although the context (doctor, hospital) should have primed the
less-salient meaning of the ambiguous word xolot, i.e. ‘sick/patients (fem, pl)’, the
mean rating of deniability given to this item was almost the highest compared to all
other items in the disambiguation categories (4.62). In (76), we used the phrase 'many
parts in the body' in the context, to prime the less-salient meaning of prakim, i.e.
‘joints’. But here, it may still be possible that some participants adhered to the salient
meaning (i.e. chapters), as this particular context could be also interpreted as
somewhat supportive of the competing salient meaning as well (book chapters about
anatomy). Thus, participants could relatively easily deny the conclusion attributed to
the professor. Surprisingly, however, this target sentence was found to be less
deniable than the one in (1), receiving a lower mean rate of deniability (3.87).

It seems we have no way of generalizing over the deniability ratings. This
does not mean that text (75) was not as or more supportive of the less-salient meaning
than text (76). But the differences in the results cannot be explained, perhaps due to

the small number of items. Further research is required to resolve this issue.
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It's also interesting to examine our results in light of Minimalists' predictions.
As noted above, they predicted the scale will begin with what Grice (1975, 1989)
assumed to be part of ‘what is said’, which he considered quite close to the linguistic
meaning. Here, this category is the original 'Explicatedm,' (see section 1.2.1.3 above).
'Explicatedyn’ includes inferences resulting from reference resolution and

disambiguation. Advocates of 'Explicatedy,’ then predict the following scale:

(77) Reference resolution/Disambiguation > Default enrichments/Fragments

completion/and-Conjunction enrichments

As already noted, 'Explicatedy,’ was later on broadened by neo-Griceans to
include some enriched interpretations of and-conjunction, default enrichments and
completion of fragmentary answers as well. It should be noted that our materials in
the and-conjunction category included six items altogether: three items which induced
the temporal (one item) or causative (two items) relations interpretation, both are
included among Levinson's presumptive meanings; and three items which encouraged
the participants to enrich the meaning of and with concessive relations. This last
group of inferences (summoning the concessive interpretation) is considered an

implicature by neo-Griceans. Hence, their predicted scale was:

(78) Reference resolution/Disambiguation > Default enrichments/Fragments

completion/and-Conjunction enrichments 1 > and-Conjunction enrichments

2
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The And-Conjunction enrichments 1 category refers to temporal sequence or
causative connectedness interpretation, whereas the and-Conjunction enrichments 2

category includes concessive relations interpretation.

However, the hierarchy revealed was:

(79) Fragment completion/Reference resolution > Default enrichment/Conjunction

enrichment > Disambiguation

Minimalists may argue that the three items inducing the temporal/causative relations
could have tipped the scales and strengthen the deniability of the entire and-
conjunction category. However, when we look at the mean grade of deniability of

each item, we find no differences between the two groups of relations:

Temporal — 2.87 Concessive 1 —2.68
Causative 1 — 2.31 Concessive 2 — 2.46
Causative 2 — 3.34 Concessive 3 — 3.65
Total: 2.84 Total: 2.93

Thus, we can say that the results do not support the Minimalist model.

Note that Relevance theoreticians did not predict any particular order of
these pragmatic processes. They are all considered contributions to explicatures.
However, this gradation does provide support for Relevance theory, as the inferences

resulting from enriching the and-conjunctions are not weaker than all other
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inferences, but are as strong as default enrichments, and even stronger than those

involving disambiguation requiring rejection of the salient meaning.

In sum, our conclusion is that these results demonstrate a tendency - a
hierarchy of sources which influence the degree of deniability, and hence, the strength
of various pragmatic contributions to explicature. The strongest source seems to be
the grammatical one, which forces the interlocutor to complete an utterance up to a
fully grammatical sentence expressing a proposition. The weaker source is the
pragmatic one, which relies on completing sentences according to common or
frequent scenarios. This, however, was only a preliminary attempt to point to a
possible gradation of interpretations within the category of explicature, and definitely

calls for further research.
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CHAPTER 4: GENERAL DISCUSSION

The goal of this study was to examine the psychological reality of the proposed notion
of the PII (Privileged Interactional Interpretation) vis a vis various well-established
levels of interpretation: bare linguistic meaning, explicature, strong implicature, and
weak implicature. According to the Interpretation Strength Scale proposed, each of
these levels of interpretation may function as the interactionally relevant PII in a
given context. Introducing the Interpretation Strength Scale we predicted a gradation
of strength, where all levels of interpretation should actually constitute a continuum
based on degrees of interpretation strength, measurable by cognitive
(psycholinguistic) and interactional (pragmatic) tests. The assumed predictions of two
major pragmatic models were compared: the Minimalist model and the Maximalist
model. Each of these models supports a different level of interpretation as the PII:
‘bare linguistic meaning + explicatedy,” or ‘bare linguistic meaning + explicatedmax’
(=explicature), respectively.

This final chapter aims to present the full picture emerging from the
quantitative and qualitative analyses performed in this study. We start by reviewing
the results of the four experiments conducted in this study (Section 4.1). We then
proceed to discuss the implications of the findings for each of the models compared
here (Section 4.2). We then turn to considering the contributions of the study to the
domain of levels of interpretation in general and to the PII in particular (Section 4.3).
We conclude by pointing out at several issues that call for further investigation

(Section 4.4).
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4.1 An overview of the results

Given that our study focused on the interactional notion of the PII, we begin by

reviewing the various criteria which might be usable in determining the PII:

1.

First, examining the condition giving rise to inferring each level of
interpretation (the Discourse Coherence test, Experiment 1) yielded a graded
hierarchy. We relied on Kintsch's (1988) assumption that reading a text is a
constant search for connections between all levels of the text, and on Sperber
and Wilson's (1986/1995) claim that all the interpretations we come up with
in order to decode reality are motivated by the search for relevance of new
information to existing data. Following these guidelines, we expected higher
degrees of compatibility between all components of the text, i.e., coherence,
to characterize the stronger levels of interpretation. Our predictions were
supported by our findings. There was a significant difference between the
conditions followed by explicatures and strong implicatures, and the
conditions followed by strong implicatures and weak implicatures. On the
other hand, bare linguistic meanings showed the same behavior as that of the
level they were part of — the explicatures. Thus, the gradation reflecting the

results of the Discourse Coherence test was:

(80) Bare linguistic meanings = Explicatures > Implicaturefsyong >

Implicaturepweax

The next criterion was participants’ confirmation of some level of
interpretation as the PIl. The PIl Confirmability test (Experiment 2) showed

a very liberal inclusion of speaker-intended inferences. Hence, PIl often
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diverged quite significantly from what Grice's (1975, 1989) non-Cancelable
level of interpretation was, i.e., linguistic meanings. This divergence, we
proposed, was strength-dependent. The stronger the meaning level tested, the
greater its likelihood to count as the PII. This criterion predicted the
difference found between explicatures and strong implicatures, as well as
between strong implicatures and weak implicatures. Again, the distinct status
of the bare linguistic meanings within discourse was not supported, and the

gradation reflecting the results of the P1l Confirmability test was:

(81) Bare linguistic meanings = Explicatures > Implicaturefsyong >

Implicaturepeax

The third criterion was the degree of confidence in the act of confirming each
level of interpretation as the PII (the Confidence test, Experiment 2). The

gradation revealed in the 2 previous tests, was repeated here:

(82) Bare linguistic meanings = Explicatures > Implicaturefsyong >

Implicaturepweax

Experiment 2 also included 2 sub-tests: one measured Response Times (RT)
when confirming a level of interpretation as the PII, and the second measured
RTs when rating the degree of confidence with regard to that confirmation.
The first sub-test showed no significant differences, whereas the second
yielded a dichotomy — a significant difference between the RTs to the task of

determining the degree of confidence for bare linguistic meanings and
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explicatures on the one hand, and the RTs to the task of determining the
degree of confidence for implicatures, strong as well as weak, on the other
hand.

Unlike the PII Confirmability and Confidence tests (Experiment 2), the
Deniability test (Experiment 3) tapped what comprehenders might have
perceived as deniable by the speaker. This test turned out to be more
sensitive than all previous tests: Discourse Coherence, PIl Confirmability,
and Confidence, which proved to be less sensitive in diagnosing a distinct

pragmatic status for bare linguistic meanings:

(83) Bare linguistic meanings > Explicatures > Implicaturefsyongy >

Implicaturepeax

The findings of the Deniability test also established fine-tuned differences
between various explicatures resulting from different pragmatic processes,
while fleshing out a rich strength continuum of levels (and sub-levels) of

interpretation:

(84) Fragment completion/Reference resolution > Default

enrichment/Conjunction enrichment > Disambiguation

All in all, in the Discourse Coherence, the PII Confirmability and Confidence
tests, the explicature was the strongest level, and the weak implicature was
the weakest (with strong implicatures constituting an intermediate level).

However, in the Deniability test, the bare linguistic meaning turned out
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stronger than the explicature, hence, each level demonstrated a unique
behavior.

It is noteworthy that throughout the various tests even weak implicatures
proved susceptible to being considered Plls. This supported the orthogonal
relations between the PII and the various levels of interpretation in the
literature, given that we showed that each level had the potential to serve as
the PII, and the difference pertained only to the propensity of the
representation. Hence, the results provided support for strength gradation as
the factor determining the interactionally relevant P1l. We therefore showed
that flexibility and gradability could co-exist, i.e., different interpretations
could constitute the P11, and yet some were stronger than others. This reflects
our Interpretation Strength Scale. In other words, we found that all levels of
interpretation had the potential to be taken as the PII, but each showed a

different degree of likelihood to be taken as such.

4.2 Comparison between models

We now consider these results in light of the predictions of two contemporary models

- the Minimalist and the Maximalist models. They each offer a well-defined

privileged level (‘what is saidmin’ for Minimalists, the explicature for Maximalists).

Following these models, the Interpretation Strength Scale should be described as in

Minimalist model: Linguistic meaning > ‘What is saidmin’ >
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(85b) Maximalist model: Linguistic meaning > ‘What is saidma’ >

We also adopted Jaszczolt's (2009) and Ariel's (2008) claim that the scales in
(85a-b) are orthogonal to the notion of the PII, and hence, orthogonally intersected

with the scale in (86):

(86)  Strongly communicated message > Weakly communicated message

That is, each of the levels mentioned in (85a-b) had the potential to be treated by the
addressee as the strongly communicated message, - the PII. This study demonstrated
these orthogonal relationships between the various levels included in (85a-b) and the
notion of the PII. However, it also reinforced the scale in (85b) as the one which more
accurately depicted these relationships. When discourse was involved we witnessed a
more complex picture than the one depicted by Grice. At times, bare linguistic
meanings and bare linguistic meanings enriched by explicated pragmatic
contributions shared the same degree of strength, and hence had the same likelihood
to constitute the PII.

Had Grice's (1989) semantic Cancelability criterion won single-handedly, all
the tests would have provided a single division of strong versus weak interpretations.
Strong interpretations should have, at least theoretically, consisted of linguistic
meanings only. Routinely, however, the linguistically communicated aspects of the
interpretation were enriched into Explicatures, which combined Bare Linguistic
meanings with explicated inferences. These Explicatures were confirmed as the PII,

they were preceded by a more coherent discourse, and were deemed undeniable.
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An additional interesting finding, also supportive of Relevance Theory, was
the participants’ RTs to the Confidence question (Experiment 2). A clear-cut
dichotomy was found, drawing the line between bare linguistic meanings and
explicatures on the one hand, and strong and weak implicatures on the other. This
distinction between the explicated and the implicated has always been one of the
major principles promoted by Relevance Theory. Here, it was found that confirming
explicated materials as Plls was faster than confirming implicated materials as PlIs.

In sum, the Maximalists' predictions were fully borne out. First, the results
throughout our Experiments supported the prediction of Relevance theoreticians,
expecting the Explicature to have a distinct psychological reality. The differences we
found via the Discourse Coherence test, the PIlI Confirmability and Confidence tests,
and the Deniability test were precisely along the strength continuum depicted in
(85b), rather than the one in (85a), or some random differences (either a different
ordering or else no consistent ordering).

Moreover, we presented some interesting findings regarding Recanati's
Contextualism. His theory was also supported, albeit with some reservations. First,
most of the tests we ran (Experiments 1 and 2), did not provide any support for our
initial assumption that bare linguistic meanings may be consciously interpreted, and
hence may constitute the PII just like other levels of interpretation. On the contrary,
bare linguistic meanings repeatedly demonstrated the same behavior as the
explicatures throughout the Discourse Coherence test, as well as the PII
Confirmability and Confidence tests, as predicted by Recanati. It took, what we
presumed to be a more sensitive test (the Deniability test) to find out that, (contra
Recanati), bare linguistic meanings may have a distinct pragmatic status after all. The

second finding supporting Recanati's predictions was the Strength Scale concentrating
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on explicatures alone (Experiment 4). This scale demonstrated a significant hierarchy
of strength where products of saturation (completions of fragmentary utterances and
reference resolutions) were stronger, i.e., less deniable, than products of enrichment
(adding default enrichments and enriching the meaning of the and-conjunction).
However, the products of disambiguation, which, according to Recanati, should have
been as strong as the products of saturation, turned out as the weakest, i.e., the most

deniable.

4.3 Contribution of this study

Several innovations were presented in this study. First, we presented findings which
were compatible with the predictions of Relevance Theory. We provided support for
the psychological reality of the Explicature, by repeatedly showing its distinct
behavior. This level of interpretation has also proven itself as the level having the
highest chances to be taken as the PII in all Experiments. In fact, all the pragmatic
inferences we tested counted as the PIl on most of our tests, even if the rates they
received were lower than those of the linguistic meanings alone or the whole
explicatures. However, the one level which was more likely than others to be
considered the PIl was very clearly the explicature.

Second, although not always a pragmatically-independent level of
interpretation, the bare linguistic meaning, usually constituting an inseparable part of
the explicature, was also shown to potentially demonstrate a pragmatic independent
status. We established an interactional strength continuum, which associated different
degrees of strength with the various levels (and sub-levels) of interpretation which
appear in the literature. The stronger the level, the greater likelihood it has to (a)

smoothly cohere with the preceding context; (b) be taken as the PII; (c) more
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confidently taken as the PII; and (d) be considered undeniable. Our findings support
an internal division within the group of implicatures too, into strong implicatures
versus weak implicatures, based on differences of strength.

We also attended a comparison between various explicated inferences
deriving from different pragmatic processes. The intuition of the (neo-)Gricean
approaches as to the centrality of reference and ambiguity resolutions over other
inferences was not supported.

This fine-tuned continuum may help shed light on the debate regarding the
semantics-pragmatics division of labor. As noted above (Chapter 1), (neo-) Griceans'
views regarding the issue of semantics-pragmatics division differed from those of
post-Griceans. Whereas the former tried to find a solution which adhered to the ‘truth-
conditional content = semantic meaning of a sentence' equation, the latter
distinguished  between linguistically encoded meanings and pragmatically
communicated content, both contributing truth-conditional aspects. Our results
support the view that truth-conditional content results from a combination of semantic
and pragmatic interpretations.

Another innovative contribution of this study was a methodological one — the
introduction of a Deniability test. We showed that when dealing with utterances
within discourse, we were in need of more than one type of test. The Deniability test
proved to be the most sensitive test, which simultaneously shows clear differences as
well as a gradation between the various meaning levels. This lent empirical support to
Carston’s (2008) statement that "... the dominant view of semantics as dealing in
truth conditions, while appropriate for thought, is largely eroded when it is applied to

natural language representations, ..." (p. 342). This pragmatic test, which was
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independently suggested by Jaszczolt (2009) too, takes into consideration speakers’
intentions, and provides support for our gradation of strength.

All three tests in this study provided very similar, compatible and non
random results. However, since each of the tests in Experiments 1-3 focused on a
different feature of level of interpretation, we can argue that all tests presented here

complement each other, reinforcing each other's results.

4.4 Future research
In light of these results, several issues still need to be addressed. First, the
Interpretation Strength Scale. As noted above, this thesis promoted a strength scale to
depict the behavior of various levels of interpretation within discourse and their
potential to constitute the privileged meaning, the PII. This scale, as already noted, is
not necessarily built off of distinct and unified concepts representing the various
levels. Instead, it constitutes a continuum, where each level of interpretation comes
with its own sub-continuum. In this connection we should point out that the hierarchy
within-explicatures here depicted requires further testing and validation. The
gradation we revealed should be supported by additional tests, which should also
include additional types of explicatures, based on other processes not addressed here.
Next, we also supported the strong/weak implicature division addressed by
Relevance theoreticians (see Chapter 2) by pointing to a different behavior of the two
in almost every test." However, we believe that this difference between strong and
weak implicatures is only the tip of the iceberg. We believe that just like explicatures,

strong implicatures, as well as weak ones, may each constitute an internal continuum,

8 Except for the sub-criterion testing the degree of strength of the confidence an interlocutor has with
regard to her/his decision to confirm a certain level of interpretation as the PII.

146



based on relative strength. Future research should explore the criteria which determine
these degrees of strength.

An additional issue calling for further research is Jaszczolt’s (2009)
"potential” secondary meanings and, similarly, Ariel’s (2004, 2008) "truth-compatible
inferences". These interpretations are not intended by the speaker, but may still be
inferred by the addressee, as long as they are compatible with the speaker’s utterance

and the context. Where do they belong in the picture?

Taken together, the analyses performed in this study address major disputes
prevalent in the field. They concern the distinct status of each level of interpretation,
focusing on the explicature and the nature of the PII.

Three major conclusions are drawn from the findings in this dissertation.
First, we show that within discourse, any level may be considered strong enough so as
to count as the PII. Indeed, all the inferences examined in this study were shown to be
considered by comprehenders as the PII. This supports the well-known Maximalist
approaches. At the same time, not all representations are equally likely to function as
the PII, and this gradation can be presented on a strength scale. The validity of this
scale means that there is neither a dichotomy of levels of interpretation, nor a
trichotomy. Rather, we have a continuum of strength, along which certain levels (and
sub-levels) of interpretation are stronger than others. This strength, we argue, is
revealed through confirmability as the PII, through the contribution to a high degree
of coherence, and through the ease/difficulty of deniability for each level of
interpretation.

These conclusions, which we have substantiated by detailed empirical

examination, coupled with qualitative analyses, underlie perhaps the most challenging
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proposal to emerge from this research: that examining discourse requires more
sensitive tools, since it does not necessarily obey rigid theoretical categorizations

which, should now be revised.
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Appendix I

Examples of materials (in English)



Examples of materials used in Experiment 1
The items are numbered as their Hebrew counterparts in Appendix I1.

1. [linguistic meaning]
Hannah's family was worried that she might encounter difficulties in the army, because she chose
to serve in a fighting unit.
They knew the soldiers were often sent to the field and were afraid it would be hard on Hannah.
They decided to call her military base and ask how she was.
The soldier who answered her mother's phone call said: Ma'am, Hannah and the rest of the
soldiers are not at base, but went out in the field.

[explicature]

Hannah's family was worried that she might encounter difficulties in the army, because she chose
to serve in a fighting unit.

They knew the soldiers were often sent to the field and were afraid it would be hard on Hannah.
They decided to call her military base and ask how she was.

The soldier who answered her mother's phone call said: Ma'am, they are not at base, but went out
in the field.

[strong implicature]

Hannah's family was worried that she might encounter difficulties in the army, because she chose
to serve in a fighting unit.

They knew the soldiers were often sent to the field and were afraid it would be hard on Hannah.
They decided to call her military base and ask how she was.

The soldier who answered her mother's phone call said: Ma'am, the officer sent the soldiers to the
field.

[weak implicature]

Hannah's family was worried that she might encounter difficulties in the army, because she chose
to serve in a fighting unit.

They knew the soldiers were often sent to the field and were afraid it would be hard on Hannah.
They decided to call her military base and ask how she was.

The soldier who answered her mother's phone call said: Ma'am, the soldiers sometimes go out in
the field.

2. [linguistic meaning]
Eran and Yael drive home after an exhausting event.
The babysitter waits for them at home with their son, Jonathan.
Eran: Oh, man! We still need to feed Jonathan his bottle of milk.
Yael: Jonathan's food will be ready in no time, in a couple of minutes.

[explicature]

Eran and Yael drive home after an exhausting event.

The babysitter waits for them at home with their son, Jonathan.
Eran: Oh, man! We still need to feed Jonathan his bottle of milk.
Yael: It will be ready in a couple of minutes.

[strong implicature]

Eran and Yael drive home after an exhausting event.

The babysitter waits for them at home with their son, Jonathan.
Eran: Oh, man! We still need to feed Jonathan his bottle of milk.
Yael: You know it takes me a few minutes to prepare food.



[weak implicature]

Eran and Yael drive home after an exhausting event.

The babysitter waits for them at home with their son, Jonathan.
Eran: Oh, man! We still need to feed Jonathan his bottle of milk.
Yael: He will wait for the food a little longer.

[linguistic meaning]

A student knocks on the door of her professor's office.

Professor: Yes?

Student (slightly opening the door): Excuse me. Could I meet with you now?
Professor: Yes, but the meeting will be short.

[explicature]

A student knocks on the door of her professor's office.

Professor: Yes?

Student (slightly opening the door): Excuse me. Could | meet with you now?
Professor: Yes, but it's going to be short.

[strong implicature]

A student knocks on the door of her professor's office.

Professor: Yes?

Student (slightly opening the door): Excuse me. Could | meet with you now?
Professor: Yes, but I don't have much time now.

[weak implicature]

A student knocks on the door of her professor's office.

Professor: Yes?

Student (slightly opening the door): Excuse me. Could | meet with you now?
Professor: | wish we could have sat down for a long meeting.

[linguistic meaning]

An American politician gives a campaign speech in front of an audience in Harlem.

He proclaims that "the Afro-American population is weaker today," and that "the Afro-American
population doesn't have much influence on the American society these days".

[explicature]

An American politician gives a campaign speech in front of an audience in Harlem.

He proclaims that "the Afro-American population is weaker today," and that "it doesn't have
much influence these days".

[strong implicature]

An American politician gives a campaign speech in front of an audience in Harlem.

He proclaims that "the Afro-American population should strengthen its influence on the American
society".

[weak implicature]

An American politician gives a campaign speech in front of an audience in Harlem.

He proclaims that "a population which does not have many representatives in a position of power
has no influence".



[linguistic meaning]

Yuval organized a party at his home.

Dafna, who couldn't come, meets him after the party.

Dafna: So, you were afraid that only a few people would come to the party. How was it?
Yuval: Actually, many people | invited came to the party.

[explicature]

Yuval organized a party at his home.

Dafna, who couldn't come, meets him after the party.

Dafna: So, you were afraid that only a few people would come to the party. How was it?
Yuval: Actually, many people | invited have arrived.

[strong implicature]

Yuval organized a party at his home.

Dafna, who couldn't come, meets him after the party.

Dafna: So, you were afraid that only a few people would come to the party. How was it?
Yuval: It's good more people didn't arrive. Many complained about how crowded it was.

[weak implicature]

Yuval organized a party at his home. Dafna, who couldn't come, meets him after the party.
Dafha: So, you were afraid that only a few people would come to the party. How was it?
Yuval: Let's just say that all the food | bought was finished.

[linguistic meaning]

Guy, a 10th grade student, is staying at home during a teacher’s strike. Rina, a friend of his
mother Bracha, asks her what he's doing.

Rina: So, what did Guy do this morning?

Bracha: Today Guy went to the mall and then he finally bought the shirt | have been nagging him
to buy.

[explicature]

Guy, a 10th grade student, is staying at home during a teacher's strike. Rina, a friend of his mother
Bracha, asks her what he's doing.

Rina: So, what did Guy do this morning?

Bracha: Guy went to Dizengof st., and looked all over for a new shirt for a family wedding.
Today he went to the mall and he bought a shirt.

[strong implicature]

Guy, a 10th grade student, is staying at home during a teacher's strike. Rina, a friend of his mother
Bracha, asks her what he's doing.

Rina: So, what did Guy do this morning?

Bracha: Guy went to Dizengof st., and looked all over for a new shirt for a family wedding.
Today he went to the mall and the problem was finally solved.

[weak implicature]

Guy, a 10th grade student, is staying at home during a teacher's strike. Rina, a friend of his mother
Bracha, asks her what he's doing.

Rina: So, what did Guy do this morning?

Bracha: Guy went to Dizengof st., and looked all over for a new shirt for a family wedding. Only
today he went to the mall.



13.

15.

[linguistic meaning]

Dorit is supposed to have fifteen people over for coffee and cake. She remembers that Guy, her
friend Sarah’s son, is an expert at making a special, impressive guava salad. She turns to Sarah.
Dorit: Can your son make his famous salad for tomorrow?

Sarah: | believe he can make his famous salad for tomorrow.

[explicature]

Dorit is supposed to have fifteen people over for coffee and cake. She remembers that Guy, her
friend Sarah’s son, is an expert at making a special, impressive guava salad. She turns to Sarah.
Dorit: Can your son make his famous salad for tomorrow?

Sarah: As | know Guy, he can.

[strong implicature]

Dorit is supposed to have fifteen people over for coffee and cake. She remembers that Guy, her
friend Sarah’s son, is an expert at making a special, impressive guava salad. She turns to Sarah.
Dorit: Can your son make his famous salad for tomorrow?

Sarah: Nothing will please him more.

[weak implicature]

Dorit is supposed to have fifteen people over for coffee and cake. She remembers that Guy, her
friend Sarah’s son, is an expert at making a special, impressive guava salad. She turns to Sarah.
Dorit: Can your son make his famous salad for tomorrow?

Sarah: This kid makes whatever his mother tells him.

[linguistic meaning]

Noam is preparing soup for himself but can't find the salt.
He calls to Dalit, his roommate.

Noam: Dalit, where is the salt?

Dalit: The salt, as usual, is on the shelf to the right.

[explicature]

Noam is preparing soup for himself but can't find the salt.
He calls to Dalit, his roommate.

Noam: Dalit, where is the salt?

Dalit: On the shelf to the right.

[strong implicature]

Noam is preparing soup for himself but can't find the salt.
He calls to Dalit, his roommate.

Noam: Dalit, where is the salt?

Dalit: The last time | saw it, it was on the shelf to the right.

[weak implicature]

Noam is preparing soup for himself but can't find the salt. He calls to Dalit, his roommate.
Noam: Dalit, where is the salt?

Dalit: We decided to put it on the shelf to the right.

[linguistic meaning]

David and Amalia's kids are in the same kindergarten.

David: Did you hear that the head of the parents' committee was replaced?
Amalia: Really? Who's the new one?

David: The new head of the parents' committee is Yotam's father.
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[explicature]

David and Amalia's kids are in the same kindergarten.

David: Did you hear that the head of the parents' committee was replaced?
Amalia; Really? Who's the new one?

David: Who do you think? Yotam's father.

[strong implicature]

David and Amalia's kids are in the same kindergarten.

David: Did you hear that the head of the parents' committee was replaced?

Amalia: Really? Who's the new one?

David: Come on, can you think of anyone better-suited for the job than Yotam's father?

[weak implicature]

David and Amalia's kids are in the same kindergarten.

David: Did you hear that the head of the parents' committee was replaced?
Amalia: Really? Who's the new one?

David: Yotam's father is better-suited for the job.

[linguistic meaning]

Michal and Anat are talking about Gadi, a guy Michal fancies.

Michal has met Gadi at a party, and it seemed to her that he was flirting with her.
Anat: Well, did you check up on him?

Michal: Yes, Gadi has been married for two years now.

[explicature]

Michal and Anat are talking about Gadi, a guy Michal fancies.

Michal has met Gadi at a party, and it seemed to her that he was flirting with her.
Anat: Well, did you check up on him?

Michal: Yes, he has been married for two years now.

[strong implicature]

Michal and Anat are talking about Gadi, a guy Michal fancies.

Michal has met Gadi at a party, and it seemed to her that he was flirting with her.
Anat: Well, did you check up on him?

Michal: Oh, yes, if I like someone, he must have a ring on his finger.

[weak implicature]

Michal and Anat are talking about Gadi, a guy Michal fancies.

Michal has met Gadi at a party, and it seemed to her that he was flirting with her.
Anat: Well, did you check up on him?

Michal: | called him, but he wasn't home; some kid answered me.



Examples of materials used in Experiment 2
The items are numbered as their Hebrew counterparts in Appendix I1.

1. [linguistic meaning]
Hannah's family was worried that she might encounter difficulties in the army, because she chose
to serve in a fighting unit.
They knew the soldiers were often sent to the field and were afraid it would be hard on Hannah.
They decided to call her military base and ask how she was.
The soldier who answered her mother's phone call said: Ma'am, Hannah and the rest of the
soldiers are not at base, but went out in the field.
You can call again tomorrow.
According to the soldier, Hanna and the rest of the soldiers went out in the field.

[explicature]

Hannah's family was worried that she might encounter difficulties in the army, because she chose
to serve in a fighting unit.

They knew the soldiers were often sent to the field and were afraid it would be hard on Hannah.
They decided to call her military base and ask how she was.

The soldier who answered her mother's phone call said: Ma'am, they are not at base, but went out
in the field.

You can call again tomorrow.

According to the soldier, Hanna and the rest of the soldiers went out in the field.

[strong implicature]

Hannah's family was worried that she might encounter difficulties in the army, because she chose
to serve in a fighting unit.

They knew the soldiers were often sent to the field and were afraid it would be hard on Hannah.
They decided to call her military base and ask how she was.

The soldier who answered her mother's phone call said: Ma'am, the officer sent the soldiers to the
field.

You can call again tomorrow.

According to the soldier, Hanna and the rest of the soldiers went out in the field.

[weak implicature]

Hannah's family was worried that she might encounter difficulties in the army, because she chose
to serve in a fighting unit.

They knew the soldiers were often sent to the field and were afraid it would be hard on Hannah.
They decided to call her military base and ask how she was.

The soldier who answered her mother's phone call said: Ma'am, the soldiers sometimes go out in
the field.

You can call again tomorrow.

According to the soldier, Hanna and the rest of the soldiers went out in the field.

2. [linguistic meaning]
Eran and Yael drive home after an exhausting event.
The babysitter waits for them at home with their son, Jonathan.
Eran: Oh, man! We still need to feed Jonathan his bottle of milk.
Yael: Jonathan's food will be ready in no time, in a couple of minutes.
Could you please tie his apron?
According to Yael, Jonathan's food will be ready in a few minutes.



[explicature]

Eran and Yael drive home after an exhausting event.

The babysitter waits for them at home with their son, Jonathan.

Eran: Oh, man! We still need to feed Jonathan his bottle of milk.
Yael: It will be ready in a couple of minutes.

Could you please tie his apron?

According to Yael, Jonathan's food will be ready in a few minutes.

[strong implicature]

Eran and Yael drive home after an exhausting event.

The babysitter waits for them at home with their son, Jonathan.

Eran: Oh, man! We still need to feed Jonathan his bottle of milk.
Yael: You know it takes me a few minutes to prepare food.

Could you please tie his apron?

According to Yael, Jonathan's food will be ready in a few minutes.

[weak implicature]

Eran and Yael drive home after an exhausting event.

The babysitter waits for them at home with their son, Jonathan.

Eran: Oh, man! We still need to feed Jonathan his bottle of milk.
Yael: He will wait for the food a little longer.

Could you please tie his apron?

According to Yael, Jonathan's food will be ready in a few minutes.

[linguistic meaning]

A student knocks on the door of her professor's office.

Professor: Yes?

Student (slightly opening the door): Excuse me. Could | meet with you now?
Professor: Yes, but the meeting will be short.

Please, have a seat.

According to the Professor, the meeting will be short.

[explicature]

A student knocks on the door of her professor's office.

Professor: Yes?

Student (slightly opening the door): Excuse me. Could | meet with you now?
Professor: Yes, but it's going to be short.

Please, have a seat.

According to the Professor, the meeting will be short.

[strong implicature]

A student knocks on the door of her professor's office.

Professor: Yes?

Student (slightly opening the door): Excuse me. Could I meet with you now?
Professor: Yes, but | don't have much time now.

Please, have a seat.

According to the Professor, the meeting will be short.

[weak implicature]

A student knocks on the door of her professor's office.

Professor: Yes?

Student (slightly opening the door): Excuse me. Could | meet with you now?



Professor: | wish we could have sat down for a long meeting.
Please, have a seat.
According to the Professor, the meeting will be short.

[linguistic meaning]

An American politician gives a campaign speech in front of an audience in Harlem.

He proclaims that "the Afro-American population is weaker today," and that "the Afro-American
population doesn't have much influence on the American society these days".

The audience is attentive.

According to the politician, The Afro-American population doesn’t have much influence on
the American society today.

[explicature]

An American politician gives a campaign speech in front of an audience in Harlem.

He proclaims that "the Afro-American population is weaker today,” and that "it doesn't have
much influence these days".

The audience is attentive.

According to the politician, The Afro-American population doesn’t have much influence on
the American society today.

[strong implicature]

An American politician gives a campaign speech in front of an audience in Harlem.

He proclaims that "the Afro-American population should strengthen its influence on the American
society".

The audience is attentive.

According to the politician, The Afro-American population doesn’t have much influence on
the American society today.

[weak implicature]

An American politician gives a campaign speech in front of an audience in Harlem.

He proclaims that "a population which does not have many representatives in a position of power
has no influence".

The audience is attentive.

According to the politician, The Afro-American population doesn’t have much influence on
the American society today.

[linguistic meaning]

Yuval organized a party at his home.

Dafna, who couldn't come, meets him after the party.

Dafha: So, you were afraid that only a few people would come to the party. How was it?
Yuval: Actually, many people | invited came to the party.

It's a pity you couldn't come.

According to Yuval, many people he invited came to the party.

[explicature]

Yuval organized a party at his home.

Dafna, who couldn't come, meets him after the party.

Dafna: So, you were afraid that only a few people would come to the party. How was it?
Yuval: Actually, many people | invited have arrived.

It's a pity you couldn't come.

According to Yuval, many people he invited came to the party.



[strong implicature]

Yuval organized a party at his home.

Dafna, who couldn't come, meets him after the party.

Dafna: So, you were afraid that only a few people would come to the party. How was it?
Yuval: It's good more people didn't arrive. Many complained about how crowded it was.
It's a pity you couldn't come.

According to Yuval, many people he invited came to the party.

[weak implicature]

Yuval organized a party at his home. Dafna, who couldn't come, meets him after the party.
Dafna: So, you were afraid that only a few people would come to the party. How was it?
Yuval: Let's just say that all the food | bought was finished.

It's a pity you couldn't come.

According to Yuval, many people he invited came to the party.

[linguistic meaning]

Guy, a 10th grade student, is staying at home during a teacher’s strike. Rina, a friend of his
mother Bracha, asks her what he's doing.

Rina: So, what did Guy do this morning?

Bracha: Today Guy went to the mall and then he finally bought the shirt I have been nagging him
to buy.

It really took him some time.

According to Bracha, Guy went to the mall and then he bought a shirt.

[explicature]

Guy, a 10th grade student, is staying at home during a teacher's strike. Rina, a friend of his mother
Bracha, asks her what he's doing.

Rina: So, what did Guy do this morning?

Bracha: Guy went to Dizengof st., and looked all over for a new shirt for a family wedding.
Today he went to the mall and he bought a shirt.

It really took him some time.

According to Bracha, Guy went to the mall and then he bought a shirt.

[strong implicature]

Guy, a 10th grade student, is staying at home during a teacher's strike. Rina, a friend of his mother
Bracha, asks her what he's doing.

Rina: So, what did Guy do this morning?

Bracha: Guy went to Dizengof st., and looked all over for a new shirt for a family wedding.
Today he went to the mall and the problem was finally solved.

It really took him some time.

According to Bracha, Guy went to the mall and then he bought a shirt.

[weak implicature]

Guy, a 10th grade student, is staying at home during a teacher's strike. Rina, a friend of his mother
Bracha, asks her what he's doing.

Rina: So, what did Guy do this morning?

Bracha: Guy went to Dizengof st., and looked all over for a new shirt for a family wedding. Only
today he went to the mall.

It really took him some time.

According to Bracha, Guy went to the mall and then he bought a shirt.
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[linguistic meaning]

Dorit is supposed to have fifteen people over for coffee and cake. She remembers that Guy, her
friend Sarah’s son, is an expert at making a special, impressive guava salad. She turns to Sarah.
Dorit: Can your son make his famous salad for tomorrow?

Sarah: | believe he can make his famous salad for tomorrow.

Call him.

According to Sara, Guy can make his famous salad for tomorrow.

[explicature]

Dorit is supposed to have fifteen people over for coffee and cake. She remembers that Guy, her
friend Sarah’s son, is an expert at making a special, impressive guava salad. She turns to Sarah.
Dorit: Can your son make his famous salad for tomorrow?

Sarah: As | know Guy, he can.

Call him.

According to Sara, Guy can make his famous salad for tomorrow.

[strong implicature]

Dorit is supposed to have fifteen people over for coffee and cake. She remembers that Guy, her
friend Sarah’s son, is an expert at making a special, impressive guava salad. She turns to Sarah.
Dorit: Can your son make his famous salad for tomorrow?

Sarah: Nothing will please him more.

Call him.

According to Sara, Guy can make his famous salad for tomorrow.

[weak implicature]

Dorit is supposed to have fifteen people over for coffee and cake. She remembers that Guy, her
friend Sarah’s son, is an expert at making a special, impressive guava salad. She turns to Sarah.
Dorit: Can your son make his famous salad for tomorrow?

Sarah: This kid makes whatever his mother tells him.

Call him.

According to Sara, Guy can make his famous salad for tomorrow.

[linguistic meaning]

Noam is preparing soup for himself but can't find the salt.
He calls to Dalit, his roommate.

Noam: Dalit, where is the salt?

Dalit: The salt, as usual, is on the shelf to the right.

And stop yelling.

According to Dalit, the salt is on the shelf to the right.

[explicature]

Noam is preparing soup for himself but can't find the salt.
He calls to Dalit, his roommate.

Noam: Dalit, where is the salt?

Dalit: On the shelf to the right.

And stop yelling.

According to Dalit, the salt is on the shelf to the right.

[strong implicature]

Noam is preparing soup for himself but can't find the salt.
He calls to Dalit, his roommate.

Noam: Dalit, where is the salt?
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Dalit: The last time | saw it, it was on the shelf to the right.
And stop yelling.
According to Dalit, the salt is on the shelf to the right.

[weak implicature]

Noam is preparing soup for himself but can't find the salt. He calls to Dalit, his roommate.

Noam: Dalit, where is the salt?

Dalit: We decided to put it on the shelf to the right.

And stop yelling.

According to Dalit, the salt is on the shelf to the right.

[linguistic meaning]

David and Amalia's kids are in the same kindergarten.

David: Did you hear that the head of the parents' committee was replaced?

Amalia; Really? Who's the new one?

David: The new head of the parents' committee is Yotam's father.

It was head to head.

According to David, Yotam's father is the new head of the parents’ committee.

[explicature]

David and Amalia's kids are in the same kindergarten.

David: Did you hear that the head of the parents' committee was replaced?

Amalia: Really? Who's the new one?

David: Who do you think? Yotam's father.

It was head to head.

According to David, Yotam's father is the new head of the parents’ committee.

[strong implicature]

David and Amalia's kids are in the same kindergarten.

David: Did you hear that the head of the parents' committee was replaced?

Amalia: Really? Who's the new one?

David: Come on, can you think of anyone better-suited for the job than Yotam's father?
It was head to head.

According to David, Yotam's father is the new head of the parents’ committee.

[weak implicature]

David and Amalia’s kids are in the same kindergarten.

David: Did you hear that the head of the parents' committee was replaced?

Amalia: Really? Who's the new one?

David: Yotam's father is better-suited for the job.

It was head to head.

According to David, Yotam's father is the new head of the parents’ committee.

[linguistic meaning]

Michal and Anat are talking about Gadi, a guy Michal fancies.

Michal has met Gadi at a party, and it seemed to her that he was flirting with her.
Anat: Well, did you check up on him?

Michal: Yes, Gadi has been married for two years now.

That’s a bit surprising.

According to Michal, Gadi is married.



[explicature]

Michal and Anat are talking about Gadi, a guy Michal fancies.

Michal has met Gadi at a party, and it seemed to her that he was flirting with her.
Anat: Well, did you check up on him?

Michal: Yes, he has been married for two years now.

That’s a bit surprising.

According to Michal, Gadi is married.

[strong implicature]

Michal and Anat are talking about Gadi, a guy Michal fancies.

Michal has met Gadi at a party, and it seemed to her that he was flirting with her.
Anat: Well, did you check up on him?

Michal: Oh, yes, if | like someone, he must have a ring on his finger.

That’s a bit surprising.

According to Michal, Gadi is married.

[weak implicature]

Michal and Anat are talking about Gadi, a guy Michal fancies.

Michal has met Gadi at a party, and it seemed to her that he was flirting with her.
Anat: Well, did you check up on him?

Michal: | called him, but he wasn't home; some kid answered me.

That’s a bit surprising.

According to Michal, Gadi is married.



Examples of materials used in Experiment 3
The items are numbered as their Hebrew counterparts in Appendix I1.

1.

[linguistic meaning]

Hannah's family was worried that she might encounter difficulties in the army, because she chose
to serve in a fighting unit.

They knew the soldiers were often sent to the field and were afraid it would be hard on Hannah.
They decided to call her military base and ask how she was.

The soldier who answered her mother's phone call said: Ma'am, Hannah and the rest of the
soldiers are not at base, but went out in the field.

Conclusion: Hanna and the rest of the soldiers went out in the field.

[explicature]

Hannah's family was worried that she might encounter difficulties in the army, because she chose
to serve in a fighting unit.

They knew the soldiers were often sent to the field and were afraid it would be hard on Hannah.
They decided to call her military base and ask how she was.

The soldier who answered her mother's phone call said: Ma'am, they are not at base, but went out
in the field.

Conclusion: Hanna and the rest of the soldiers went out in the field.

[strong implicature]

Hannah's family was worried that she might encounter difficulties in the army, because she chose
to serve in a fighting unit.

They knew the soldiers were often sent to the field and were afraid it would be hard on Hannah.
They decided to call her military base and ask how she was.

The soldier who answered her mother's phone call said: Ma'am, the officer sent the soldiers to the
field.

Conclusion: Hanna and the rest of the soldiers went out in the field.

[weak implicature]

Hannah's family was worried that she might encounter difficulties in the army, because she chose
to serve in a fighting unit.

They knew the soldiers were often sent to the field and were afraid it would be hard on Hannah.
They decided to call her military base and ask how she was.

The soldier who answered her mother's phone call said: Ma'am, the soldiers sometimes go out in
the field.

Conclusion: Hanna and the rest of the soldiers went out in the field.

[linguistic meaning]

Eran and Yael drive home after an exhausting event.

The babysitter waits for them at home with their son, Jonathan.

Eran: Oh, man! We still need to feed Jonathan his bottle of milk.
Yael: Jonathan's food will be ready in no time, in a couple of minutes.
Conclusion: Jonathan's food will be ready in a few minutes.

[explicature]

Eran and Yael drive home after an exhausting event.

The babysitter waits for them at home with their son, Jonathan.
Eran: Oh, man! We still need to feed Jonathan his bottle of milk.
Yael: It will be ready in a couple of minutes.

Conclusion: Jonathan's food will be ready in a few minutes.



[strong implicature]

Eran and Yael drive home after an exhausting event.

The babysitter waits for them at home with their son, Jonathan.
Eran: Oh, man! We still need to feed Jonathan his bottle of milk.
Yael: You know it takes me a few minutes to prepare food.
Conclusion: Jonathan's food will be ready in a few minutes.

[weak implicature]

Eran and Yael drive home after an exhausting event.

The babysitter waits for them at home with their son, Jonathan.
Eran: Oh, man! We still need to feed Jonathan his bottle of milk.
Yael: He will wait for the food a little longer.

Conclusion: Jonathan's food will be ready in a few minutes.

[linguistic meaning]

A student knocks on the door of her professor's office.

Professor: Yes?

Student (slightly opening the door): Excuse me. Could | meet with you now?
Professor: Yes, but the meeting will be short.

Conclusion: The meeting will be short.

[explicature]

A student knocks on the door of her professor's office.

Professor: Yes?

Student (slightly opening the door): Excuse me. Could | meet with you now?
Professor: Yes, but it's going to be short.

Conclusion: The meeting will be short.

[strong implicature]

A student knocks on the door of her professor's office.

Professor: Yes?

Student (slightly opening the door): Excuse me. Could | meet with you now?
Professor: Yes, but | don't have much time now.

Conclusion: The meeting will be short.

[weak implicature]

A student knocks on the door of her professor's office.

Professor: Yes?

Student (slightly opening the door): Excuse me. Could | meet with you now?
Professor: | wish we could have sat down for a long meeting.

Conclusion: The meeting will be short.

[linguistic meaning]

An American politician gives a campaign speech in front of an audience in Harlem.

He proclaims that "the Afro-American population is weaker today," and that "the Afro-American
population doesn't have much influence on the American society these days".

Conclusion: The Afro-American population doesn't have much influence on the American
society today.



[explicature]

An American politician gives a campaign speech in front of an audience in Harlem.

He proclaims that "the Afro-American population is weaker today," and that "it doesn't have
much influence these days".

Conclusion: The Afro-American population doesn't have much influence on the American
society today.

[strong implicature]

An American politician gives a campaign speech in front of an audience in Harlem.

He proclaims that “the Afro-American population should strengthen its influence on the American
society".

Conclusion: The Afro-American population doesn't have much influence on the American
society today.

[weak implicature]

An American politician gives a campaign speech in front of an audience in Harlem.

He proclaims that "a population which does not have many representatives in a position of power
has no influence".

Conclusion: The Afro-American population doesn't have much influence on the American
society today.

[linguistic meaning]

Yuval organized a party at his home.

Dafna, who couldn't come, meets him after the party.

Dafna: So, you were afraid that only a few people would come to the party. How was it?
Yuval: Actually, many people I invited came to the party.

Conclusion: Many people he invited came to the party.

[explicature]

Yuval organized a party at his home.

Dafna, who couldn't come, meets him after the party.

Dafna: So, you were afraid that only a few people would come to the party. How was it?
Yuval: Actually, many people | invited have arrived.

Conclusion: Many people he invited came to the party.

[strong implicature]

Yuval organized a party at his home.

Dafna, who couldn't come, meets him after the party.

Dafna: So, you were afraid that only a few people would come to the party. How was it?
Yuval: It's good more people didn't arrive. Many complained about how crowded it was.
Conclusion: Many people he invited came to the party.

[weak implicature]

Yuval organized a party at his home. Dafna, who couldn't come, meets him after the party.
Dafna: So, you were afraid that only a few people would come to the party. How was it?
Yuval: Let's just say that all the food | bought was finished.

Conclusion: Many people he invited came to the party.

[linguistic meaning]

Guy, a 10th grade student, is staying at home during a teacher’s strike. Rina, a friend of his
mother Bracha, asks her what he's doing.

Rina: So, what did Guy do this morning?



Bracha: Today Guy went to the mall and then he finally bought the shirt | have been nagging him
to buy.
Conclusion: Guy went to the mall and then he bought a shirt.

[explicature]

Guy, a 10th grade student, is staying at home during a teacher's strike. Rina, a friend of his mother
Bracha, asks her what he's doing.

Rina: So, what did Guy do this morning?

Bracha: Guy went to Dizengof st., and looked all over for a new shirt for a family wedding.
Today he went to the mall and he bought a shirt.

Conclusion: Guy went to the mall and then he bought a shirt.

[strong implicature]

Guy, a 10th grade student, is staying at home during a teacher's strike. Rina, a friend of his mother
Bracha, asks her what he's doing.

Rina: So, what did Guy do this morning?

Bracha: Guy went to Dizengof st., and looked all over for a new shirt for a family wedding.
Today he went to the mall and the problem was finally solved.

Conclusion: Guy went to the mall and then he bought a shirt.

[weak implicature]

Guy, a 10th grade student, is staying at home during a teacher's strike. Rina, a friend of his mother
Bracha, asks her what he's doing.

Rina: So, what did Guy do this morning?

Bracha: Guy went to Dizengof st., and looked all over for a new shirt for a family wedding. Only
today he went to the mall.

Conclusion: Guy went to the mall and then he bought a shirt.

[linguistic meaning]

Dorit is supposed to have fifteen people over for coffee and cake. She remembers that Guy, her
friend Sarah’s son, is an expert at making a special, impressive guava salad. She turns to Sarah.
Dorit: Can your son make his famous salad for tomorrow?

Sarah: | believe he can make his famous salad for tomorrow.

Conclusion: Guy can make his famous salad for tomorrow.

[explicature]

Dorit is supposed to have fifteen people over for coffee and cake. She remembers that Guy, her
friend Sarah’s son, is an expert at making a special, impressive guava salad. She turns to Sarah.
Dorit: Can your son make his famous salad for tomorrow?

Sarah: As | know Guy, he can.

Conclusion: Guy can make his famous salad for tomorrow.

[strong implicature]

Dorit is supposed to have fifteen people over for coffee and cake. She remembers that Guy, her
friend Sarah’s son, is an expert at making a special, impressive guava salad. She turns to Sarah.
Dorit: Can your son make his famous salad for tomorrow?

Sarah: Nothing will please him more.

Conclusion:Guy can make his famous salad for tomorrow.

[weak implicature]
Dorit is supposed to have fifteen people over for coffee and cake. She remembers that Guy, her
friend Sarah’s son, is an expert at making a special, impressive guava salad. She turns to Sarah.
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Dorit: Can your son make his famous salad for tomorrow?
Sarah: This kid makes whatever his mother tells him.
Conclusion: Guy can make his famous salad for tomorrow.

[linguistic meaning]

Noam is preparing soup for himself but can't find the salt.
He calls to Dalit, his roommate.

Noam: Dalit, where is the salt?

Dalit: The salt, as usual, is on the shelf to the right.
Conclusion: The salt is on the shelf to the right.

[explicature]

Noam is preparing soup for himself but can't find the salt.
He calls to Dalit, his roommate.

Noam: Dalit, where is the salt?

Dalit: On the shelf to the right.

Conclusion: The salt is on the shelf to the right.

[strong implicature]

Noam is preparing soup for himself but can't find the salt.
He calls to Dalit, his roommate.

Noam: Dalit, where is the salt?

Dalit: The last time | saw it, it was on the shelf to the right.
Conclusion: The salt is on the shelf to the right.

[weak implicature]

Noam is preparing soup for himself but can't find the salt. He calls to Dalit, his roommate.
Noam: Dalit, where is the salt?

Dalit: We decided to put it on the shelf to the right.

Conclusion: The salt is on the shelf to the right.

[linguistic meaning]

David and Amalia's kids are in the same kindergarten.

David: Did you hear that the head of the parents' committee was replaced?
Amalia: Really? Who's the new one?

David: The new head of the parents' committee is Yotam's father.
Conclusion: Yotam's father is the new head of the parents' committee.

[explicature]

David and Amalia's kids are in the same kindergarten.

David: Did you hear that the head of the parents' committee was replaced?
Amalia: Really? Who's the new one?

David: Who do you think? Yotam's father.

Conclusion: Yotam's father is the new head of the parents' committee.

[strong implicature]

David and Amalia's kids are in the same kindergarten.

David: Did you hear that the head of the parents' committee was replaced?

Amalia: Really? Who's the new one?

David: Come on, can you think of anyone better-suited for the job than Yotam's father?
Conclusion: Yotam's father is the new head of the parents' committee.
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[weak implicature]

David and Amalia's kids are in the same kindergarten.

David: Did you hear that the head of the parents' committee was replaced?
Amalia; Really? Who's the new one?

David: Yotam's father is better-suited for the job.

Conclusion: Yotam's father is the new head of the parents' committee.

[linguistic meaning]

Michal and Anat are talking about Gadi, a guy Michal fancies.

Michal has met Gadi at a party, and it seemed to her that he was flirting with her.
Anat: Well, did you check up on him?

Michal: Yes, Gadi has been married for two years now.

Conclusion: Gadi is married.

[explicature]

Michal and Anat are talking about Gadi, a guy Michal fancies.

Michal has met Gadi at a party, and it seemed to her that he was flirting with her.
Anat: Well, did you check up on him?

Michal: Yes, he has been married for two years now.

Conclusion: Gadi is married.

[strong implicature]

Michal and Anat are talking about Gadi, a guy Michal fancies.

Michal has met Gadi at a party, and it seemed to her that he was flirting with her.
Anat: Well, did you check up on him?

Michal: Oh, yes, if I like someone, he must have a ring on his finger.
Conclusion: Gadi is married.

[weak implicature]

Michal and Anat are talking about Gadi, a guy Michal fancies.

Michal has met Gadi at a party, and it seemed to her that he was flirting with her.
Anat: Well, did you check up on him?

Michal: | called him, but he wasn't home; some kid answered me.

Conclusion: Gadi is married.



Examples of materials used in of Experiment 4
The materials are categorized by types of explicatures, and are numbered as
their Hebrew counterparts in Appendix I1.

Completion of Fragmentary Utterances
4. David and Amalia's kids are in the same kindergarten.
David: Did you hear that the head of the parents' committee was replaced?
Amalia: Really? Who's the new one?
David: Who do you think? Yotam's father.
Conclusion: Yotam's father is the new head of the parents' committee.

11. Noam is preparing soup for himself but can't find the salt.
He calls to Dalit, his roommate.
Noam: Dalit, where is the salt?
Dalit: On the shelf to the right.
Conclusion: The salt is on the shelf to the right.

17. Ran and Ofer are visiting the museum. Ran wants to show Ofer a picture he really liked.
Ofer: Well, when are we going to see the picture you talked about so much?
Ran: On your left.
Conclusion: The picture | liked is to your left.

30. Dan invited a few friends for dinner.
About an hour before dinner his wife Dalit enters the kitchen.
Dalit: mmmm, smells good. Did you bake cookies again?
Dan: just bread.
Conclusion: This time Dan didn't bake cookies, but bread.

Reference Resolution

3. Eranand Yael drive home after an exhausting event.
The babysitter waits for them at home with their son, Jonathan.
Eran: Oh, man! We still need to feed Jonathan his bottle of milk.
Yael: It will be ready in a couple of minutes.
Conclusion: Jonathan's food will be ready in a few minutes.

23. Hannah's family was worried that she might encounter difficulties in the army, because she chose
to serve in a fighting unit.
They knew the soldiers were often sent to the field and were afraid it would be hard on Hannah.
They decided to call her military base and ask how she was.
The soldier who answered her mother's phone call said: Ma'am, they are not at the base, but went
out in the field.
Conclusion: Hanna and the rest of the soldiers went out in the field.

29. Michal and Anat are talking about Gadi, a guy Michal is really fond of. Michal met Gadi at a party
and it seemed to her that he was flirting with her.
Anat: Well, did you check up on him?
Michal: He's married.
Conclusion: Gadi is married.



35.

A student knocks on the door of her professor's office.

Professor: Yes?

Student (slightly opening the door): Excuse me. Could | meet with you now?
Professor: Yes, but it's going to be short.

Conclusion: The meeting will be short.

Default Enrichments

4,

12.

18.

21.

An American politician gives a campaign speech in front of an audience in Harlem.

He proclaims that "the Afro-American population is weaker today," and that "it doesn't have
much influence these days".

The audience is attentive.

Conclusion: The Afro-American population doesn't have much influence on the American
society today.

Yonni and his friends went on a hike. At 10 o'clock Yonni begins preparing a late breakfast for
everyone. He wants to know whether Smadar would like an omelet, but cannot find her.

He asks her friend Rinat: Would Smadar like an omelet?

Rinat: Smadar already had breakfast.

Conclusion: Smadar already had breakfast that morning.

Naomi and Ron went to see a movie that Naomi wanted to see.

When they left the cinema, Naomi asked Ron if he enjoyed the movie.
Ron: | enjoyed very much.*[Hebrew enables such a use of this verb.]
Conclusion: Ron enjoyed the movie.

Yuval organized a party at his home.

Dafna, who couldn't come, meets him after the party.

Dafna: So, you were afraid that only a few people would come to the party. How was it?
Yuval: Actually, many people | invited have arrived.

Conclusion: Many people Yuval invited came to the party.

Enrichments of 'and'

7.

14.

26.

Rami works at a sporting goods store. He tells his wife about his new boss.
Rami: He is inexperienced, and he was appointed manager of the store.
Conclusion: The new boss is inexperienced, and yet he was appointed manager of the store.

Guy, a 10th grade student, is staying at home during a teacher's strike. Rina, a friend of his mother
Bracha, asks her what he's doing.

Rina: So, what did Guy do this morning?

Bracha: Guy went to Dizengof st., and looked all over for a new shirt for a family wedding.
Today he went to the mall and he bought a shirt.

It really took him some time.

Conclusion: Guy went to the mall and then he bought a shirt.

Ruthie meets her friend's neighbor and she seems to like him.
Ruthie: What do you know about him?

The friend: He's cute and complicated.

Conclusion: The neighbor is cute but complicated.



34. lIris and Yonni go on a night trip in the Judean desert. The next morning, when Iris comes back
alone, their friend Dror, asks her: Where is Yonni?
Iris: Yonni felt bad and went to the hospital.
Conclusion: Yonni felt bad and therefore went to the hospital.

Resolution of Lexical Ambiguity
13. The Doctors at the maternity ward at Sheba Hospital are leaving a staff meeting.
Nurse: What was the meeting about?
Doctor: We talked about the patients (“xolot”). <The Hebrew word xolot means either ‘sick (f,
pl)’ or ‘sands’.>
Conclusion: We talked about the patients in the ward.

22. Yonni enters a clothing shop to buy his girlfriend a present. He's uncertain whether to buy a shirt
or a scarf.
The saleswoman: | recommend a scarf. It's a much safer choice.
Yonni: | don't really understand what you base that assumption on.
The seller: Let me tell you what the basis for my assumption (“hanaxa”) is. <The Hebrew word
Hanaxa means either ‘an assumption’ or ‘a discount’.>
Conclusion: Let me tell you what the basis for my assumption is for recommending a scarf.

27. The Professor of Medicine was giving a lecture about human anatomy. He presented the students
with a human skeleton and asked them about the names of different parts of the skeleton. When a
few students failed to answer him, the professor became upset with them.

Student: But professor, the material you gave us had so many names to so many parts in the body,
it's simply impossible to remember them all.

The professor: I asked you to focus on a number of joints (“Prakim”). <The Hebrew word Prakim
means either ‘joints of the body’ or ‘chapters in a document’.>

Conclusion: I asked you to concentrate on the names of a number of joints.

38. Shelley tells Eric about her visit to her cousins, David and Jenny, in Canada during the previous
winter.
Shelley: It was so cold. But David and Jenny, my cousins, insisted on taking me on long trips
every day. | came back literally frozen each time.
Eric: So did you take a hot shower when you came back?
Shelley: No, | enjoyed the heat coming from the fireplace in their living room. <The Hebrew word ax
means either ‘a fireplace’ or ‘a brother’. ‘Heat’, xom in Hebrew, can come from a person t0o.>
Conclusion: I warmed myself in front of the fire in the living room.
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